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Introduction

Number theory has its roots in the study of the properties of the
natural numbers

N = {1, 2, 3, . . .}
and various “extensions” thereof, beginning with the integers

Z = {. . . ,−2,−1, 0, 1, 2, . . .}

and rationals
Q =

{ a
b | a, b ∈ Z, b 6= 0

}
.

This leads directly to the first two parts of this course, of which the
following may serve as a brief outline.

∗ ∗ ∗

I. Divisibility.

• Euclidean algorithm and greatest common divisors.
• Primes and the Fundamental Theorem of Algebra.
• Results and conjectures concerning primes: Euclid’s theo-

rem; the Riemann zeta function; arithmetic progressions.

II. Congruences.

• Modular (clock) arithmetic: ap−1 ≡ 1 (mod p) and its gener-
alizations.
• Chinese remainder theorem: given x ≡

(p)
a and x ≡

(q)
b, find x

(mod pq).
• A first view of primality testing and factorization.
• Groups, rings and fields (especially finite abelian groups and

finite fields).
5



6 INTRODUCTION

• Primitive roots modulo a prime: e.g. mod 7, 3 · 3 ≡
(7)

2, so 2

has a square root!
• Quadratic reciprocity: e.g., if 37 is a square modulo 11, this

allows you to decide without computation whether 11 is a
square modulo 37 (which it is).

III. Cryptography (a first look).

• Simple cryptosystems and symmetric ciphers.
• Public key cryptography: answers the question “How can

two parties communicate securely over an insecure channel
without first privately exchanging some kind of ’key’ to each
others’ messages?” They need a trapdoor function f that can
be used to encode information easily but hard to invert with-
out knowing “extra information”.
• Diffie-Hellman key exchange (based on difficulty of solving

ax ≡
(p)

b for x) and the discrete log problem.

• RSA cryptosystem: this is based on the difficulty of solving
xe ≡

(N)
c when N = pq.

• Introduction to GP-PARI (computer package for number the-
ory).
• Pollard p− 1 factorization method: this helps us understand

when RSA could be potentially broken.

IV. Diophantine equations.

• This is the part of number theory that studies polynomial
equations in integers or rationals. A famous example is the
insolubility of xm + ym = zm (apart from the “trivial” so-
lution (0, 0, 0)) for m ≥ 3, known as Fermat’s last theorem
(proved by Andrew Wiles).
• Pythagoras’s theorem and Fibonacci numbers.
• Pell’s equation (x2− dy2 = ±1) and quadratic number fields.
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• Cubic equations and the group law for elliptic curves.1

V. Elliptic curve cryptography.

• The security of using elliptic curves for cryptography rests
on the difficulty of solving an analogue of the discrete log
problem.
• We can also use the group law on an elliptic curve to factor

large numbers (Lenstra’s algorithm).
• A deeper, more flexible sort of cryptosystem can be obtained

from the “Weil pairing” on m-torsion points of an elliptic
curve.

V. Algebraic numbers.

• These appeared under the guise of “ideal numbers” in the
mid-19th century. Easy examples include a + b

√
−1, where

a, b ∈ Z.
• Cyclotomic fields and an “easy” case of Fermat’s last theo-

rem.
• Failure of unique factorization in general.
• Irrationality and Galois groups.
• Ideals and class groups.
• Fermat’s last theorem (less easy case, still far from the whole

thing).

∗ ∗ ∗

Now the natural numbers have a well-defined notion of order, which
leads to the following property:

1Confusing terminology: these are not ellipses, which are defined by a quadratic

equation x2

a2 + y2

b2 = 1, but rather are defined by cubic (and sometimes quartic)
equations such as y2 = x3 + αx + β (or y2 = (1 − x2)(1 − κ2x2)). They are
called “elliptic” for the arcane historical reason that a related “elliptic integral”´ 1

0
1−κ2x2√

(1−x2)(1−κ2x2)
dx arises in the course of determining the arclength of an ellipse.



8 INTRODUCTION

THEOREM 1 (Principle of the least element). Let S ⊂ N be a
nonempty subset. Then S has a least element, i.e. there exists s ∈ S
such that for every x ∈ S , s ≤ x.

(This also applies to N∪ {0}.) Theorem 1 implies the well-known

THEOREM 2 (Principle of mathematical induction). Let S(x) be a
statement about any x ∈N. Suppose that

(i) S(1) is true and
(ii) S(x) true (∀x < n) =⇒ S(n) true.

Them S(x) is true for all x ∈N.

PROOF THAT THEOREM 1 =⇒ THEOREM 2. Assume that (i) and
(ii) hold, and suppose that

F := {x ∈N | S(x) false}

is nonempty. Then F has a least element f , by Theorem 1. Hence, for
any x < f , we have x /∈ F — i.e. S(x) is true. Now consider the
following two cases:

• f = 1: impossible, as it contradicts (i).
• f > 1: by (ii), S( f ) is then true, contradicting f ∈ F .

Therefore our supposition was absurd, and F is empty. �



Part 1

Primes and divisibility





CHAPTER 1

The Euclidean Algorithm

We begin our discussion with the division algorithm:

PROPOSITION 3. Given a, b ∈ N, there exist unique q, r ∈ Z such
that

a = b · q + r with 0 ≤ r < b.

Of course, the “algorithm” isn’t in the formal statement, but in
how we produce q and r.

EXAMPLE 4. Suppose a = 313 and b = 9. In grade school, you
learned to write

34

9
)

313
27

43
36
7

which yields
313 = 9 · 34︸︷︷︸

q

+ 7︸︷︷︸
r

.

The algorithm is simply long division with remainder.

PROOF OF PROPOSITION 3. For the “existence” part, let

S := {a− bk | k ∈ Z, a− bk ≥ 0} ⊆N∪ {0}.

Since a ∈ S , S 6= ∅. Let r be the least element of S . Then r = a−
bq ≥ 0 for some q ∈ Z. If r ≥ b then S contains r− b = a− b(q + 1),
contradicting minimality of r. So r < b.

To see the uniqueness, write

bq′ + r′ = a = bq + r,
11



12 1. THE EUCLIDEAN ALGORITHM

with 0 ≤ r, r′ < b. This yields

r = b(q′ − q) + r′,

and if we had q′ > q, then q′ ≥ q + 1 would imply r ≥ b + r′ ≥
b + 0 = b, a contradiction. Symmetrically, one argues that q > q′ is
impossible. Therefore q = q′ and then also r = r′. �

Next, we turn to divisibility and the GCD (= greatest common
divisor).

DEFINITION 5. Let a, b ∈ Z, with b 6= 0. Then

b | a ⇐⇒
defn.

∃ c ∈ Z such that a = bc.

(We say that “b divides a”.)

Here are some basic examples:

• everything divides 0;
• 2|a ⇐⇒ a is even;
• b|a ⇐⇒ r = 0 in the division algorithm.

and some basic properties:

(i) a|b and b|c =⇒ a|c
(ii) a|b, c =⇒ a|bx + cy for all x, y ∈ Z (e.g. b + c, b− c)
(iii) a|b and b|a =⇒ a = ±b.

PROOF OF (III). Given b = ad, a = bc (and a, b 6= 0), we have
a = adc =⇒ dc = 1 =⇒ d = ±1 = c. �

For any a, b ∈ Z, not both 0, let

S(a, b) := {d ∈N | d|a, b} .

DEFINITION 6. The GCD of a and b is

(a, b) := the biggest element of S(a, b).

(Of course, you need only check integers less than or equal to the
smallest of |a| and |b|.) We say that a and b are relatively prime if
(a, b) = 1.
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Again, here are some simple examples:

• (4,−6) = 2
• (0, 7) = 7
• (12, 7) = 1

and some properties:

(iv) (0, b) = b = (b, b)
(v) (a, b) = (b, a) = (a,−b)
(vi) (b, a−mb) = (a, b) for every m ∈ Z.

PROOF OF (VI). Let d|a, b. Then d|a−mb. Conversely, if d|b, a−
mb, then d|mb + (a − mb) = a. So S(a, b) = S(b, a − mb) and they
have identical largest elements. �

Property (vi) has the key consequence:

LEMMA 7. Say a = bq + r in the division algorithm. Then

(a, b) = (b, r).

PROOF. Write r = a− bq, and use (vi). �

EXAMPLE 8. How do we use this to find a GCD, like (345, 92)?
By applying it in concert with the division algorithm: starting with
a = 345 and b = 92, we have{

345 = 92 · 3 + 69
a = b · q1 + r1

=⇒
{

(345, 92) = (92, 69)
(a, b) = (b, r1){

92 = 69 · 1 + 23
b = r1 · q2 + r2

=⇒
{

(92, 69) = (69, 23)
(b, r1) = (r1, r2){

69 = 23 · 3 + 0
r1 = r2 · q3 + r3

=⇒
{

(69, 23) = (23, 0) = 23
(r1, r2) = (r2, r3)

.

So (345, 92) = 23.

THEOREM 9 (Euclidean Algorithm). Given a, b ∈ N, (a, b) may
be computed by repeated application of the Division Algorithm. That is,
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writing
a = bq1 + r1 , 0 ≤ r1 < b,
b = r1q2 + r2 , 0 ≤ r2 < r1,
r1 = r2q3 + r3 , 0 ≤ r3 < r2,

...
...

we eventually reach

...
...

rn−1 = rnqn+1 + rn+1 with rn+1 = 0,

and then (a, b) = rn.

PROOF. There are two statements here: first, that the algorithm
terminates after finitely many steps. But we have b > r1 > r2 >

· · · ≥ 0 (as a byproduct of Proposition 3), which clearly cannot con-
tinue indefinitely, so that indeed we must have rn+1 = 0 for some
n.

Second, the theorem claims that (a, b) = rn. To see this, we just
use Lemma 7 to write

(a, b) = (b, r1) = (r1, r2) = (r2, r3) = · · · = (rn, rn+1) = (rn, 0) = rn.

�

Now returning to Example 8, the first two equations yield the
following “bonus”

23 = 92− 69 · 1 r2 = b− r1q2

= 92− (345− 92 · 3) · 1 = b− (a− bq1)q2

= 4 · 92 + (−1) · 345 = (1 + q1q2)b + (−q2)a

expressing the GCD as an integer linear combination of a and b. This
is a general fact: let a, b be integers, not both zero.

THEOREM 10. There exist x, y ∈ Z such that (a, b) = ax + by.

PROOF. In the Euclidean algorithm, (a, b) appears as the last nonzero
remainder rn. we show by induction that all the remainders are in-
teger linear combinations of a and b.
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For n = 1, we have r1 = a + (−q1)b. Now assume that rj =

axj + byj (xj, yj ∈ Z) for j = 1, . . . , k− 1. To check that this is true for
j = k, write rk−2 = rk−1qk + rk =⇒

rk = rk−2 + (−qk)rk−1 = (xk−2a + yk−2b) + (−qk)(xk−1a + yk−1b)

= (xk−2 − qkxk−1)︸ ︷︷ ︸ a
=:xk

+ (yk−2 − qkyk−1)︸ ︷︷ ︸ b
=:yk

.

�

COROLLARY 11. (a, b) is the least element of

S := {ax + by | x, y ∈ Z, ax + by > 0} .

PROOF. Given any µ = ax0 + by0 ∈ S , g := (a, b) (∈ S by Theo-
rem 10). Then g|a, b =⇒ g|µ =⇒ µ

g ∈N =⇒ g ≤ µ. �

COROLLARY 12.

(i) (ma, mb) = m(a, b) for any m ∈N

(ii)
(

a
d , b

d

)
= 1

d (a, b) if d|a, b and d ∈N.

PROOF. (ii) follows from (i), and (i) follows from the observation
that the least positive number of the form max + mby is m times the
least positive number of the form ax + by. �

By part (ii), writing g := (a, b), ( a
g , b

g ) = 1.

COROLLARY 13.

(i) If a, b are relatively prime to m, then so is ab.
(ii) If (b, m) = 1 and m|ab, then m|a.

PROOF. For (i), observe that there exist x, y, z, w ∈ Z such that
bz + mw = 1 = ax + my. Hence

1 = (ax + my)(bz + mw) = ab(xz) + m(ybz + axw + myw),

and we are done by Corollary 11.
To see (ii), write a = a · 1 = a(b, m) = (ab, am) = m( ab

m , a). �
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DEFINITION 14. The LCM (= least common multiple) [a, b] is the
least element of S ′ := {n ∈N | a, b|n} .

COROLLARY 15. We have [a, b](a, b) = ab.

PROOF. Set g := (a, b). Clearly ab
g = a( b

g ) = b( a
g ) ∈ S ′. But is this

number “least” among elements of S ′?
If a, b|N (i.e. N ∈ S ′) then N = Ma and b

g |
N
g = M a

g . By Corollary

13(ii), ( a
g , b

g ) = 1 =⇒ b
g |M =⇒ ab

g |Ma = N =⇒ N ≥ ab
g . �

As useful as Theorem 10 is, the method indicated in its proof
yields awful formulas that require remembering all the {qi}: for ex-
ample, if r3 = (a, b), then

x = 1 + q2q3 and y = −(q1 + q3 + q1q2q3).

A better approach is to perform the Division Algorithm on equations:
start with

ri xi yi{
345
92

=

=

345 · 1
345 · 0

+

+

92 · 0
92 · 1

E−1(=i)

E0

Now perform the Division Algorithm: subtract 3 · E0 from E−1 to get

69 = 345 · 1 + 92 · (−3) E1 ,

then 1 · E1 from E0 to get

23 = 345 · (−1) + 92 · 4 E2 .

(We stop here becaue E3 would have 0 on the left-hand side.) The
point is that we have

ri+1 = ri−1 − qi+1ri

as before, but also {
xi+1 = xi−1 − qi+1xi

yi+1 = yi−1 − qi+1yi
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by virtue of carrying the operations through to the whole equation.
The result is the following, which uses almost no memory on a com-
puter:

THEOREM 16 (Algorithm for computing x and y). Begin with the
picture

“r”
“x”
“y”

a b
1 0
0 1

and apply the Euclidean Algorithm to the top row, carrying operations
through to the entire column at each stage:

column:

q1 q2 q3 · · · qn qn+1

a b r1 r2 r3 · · · rn 0
1 0 x1 x2 x3 · · · xb −
0 1 y1 y2 y3 · · · yn −
−1 0 1 2 3 · · · n n + 1

—- that is, coli+1 = coli−1 − qi+1coli. Then xna + ynb = rn = (a, b).

PROOF. At each stage, we have rk = xka + ykb, so the conclusion
is clear. �

For computer (or human1) implementation of the Euclidean Al-
gorithm, one problem remains: how large can n + 1 (the number of
steps) be?

THEOREM 17. Assume a ≥ b. We have n ≤ 2 log2(b).

LEMMA 18. ri+2 < 1
2ri (∀i).

PROOF OF LEMMA. Without loss of generality, we may assume
that

(1) ri+1 > 1
2ri.

(Otherwise, ri+2 < ri+1 ≤ 1
2ri and we’re done.) The Euclidean Al-

gorithm gives ri = ri+1qi+2 + ri+2, whereupon (1) forces qi+2 = 1.

1Actually, before the 1940s, “computer” meant “a person who performs computa-
tions”!
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So
ri+2 = ri − ri+1 <

(1)
ri − 1

2ri =
1
2ri.

�

PROOF OF THEOREM 17. The Lemma gives

(2) (0 ≤ ) r2k <
1
2r2k−2 < 1

4r2k−4 < · · · < 1
2k−1 r2 < 1

2k b,

since b is essentially “r0”.
Suppose that n > 2 log2(b). Then 2n >

(
2log2 b)2

= b2, and so
b < 2

n
2 . If n is even, then (2) yields rn < 1

2
n
2

b < 1 =⇒ rn = 0; if n is

odd, then rn+1 < 1

2
n+1

2
b < 1√

2
=⇒ rn+1 = 0. In either case rn+1 = 0,

which is what we had to show. �

EXAMPLE 19. Consider the pair a = 85652, b = 16261. We apply
Theorem 16, constructing the table

r
x
y

5 3 1 2 1 6
85652 16261 4357 3220 1127 966 161 0

1 0 1 −3 4 −11 15 −
0 1 −5 16 −21 58 −79 −

in which the top line denotes the values of qi at each step. We con-
clude that

15a− 79b = 161 = (85652, 16261).

Note that 2 log2 16261 is close to 28, so we got somewhat lucky here.

Exercises
(1) Use induction to show that 8 | 52n + 7.
(2) Show that no integers X and Y exist satisfying (X, Y) = 3 and

X + Y = 100.
(3) Use the Euclidean algorithm to compute the GCD of A = 7469

and B = 2464.
(4) In problem (3), find x and y in Z such that Ax + By = (A, B).
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(5) Let a, b ∈ N, and suppose that there are integers u and v satisfy-
ing au + bv = 6. Does the GCD (a, b) have to be 6? If not, what
are its possible values?





CHAPTER 2

Primes and factorization

There are two ways to define the primes in N. In the more gen-
eral “rings of algebraic numbers” we’ll meet later in the course, ver-
sion (a) generalizes to define “irreducible elements” and version (b)
to define “prime elements” (and these notions need not agree).

DEFINITION 20. A natural number p > 1 is prime if

[vers. (a)] for any n ∈N, n|p =⇒ n = 1 or n = p.
[vers. (b)] for any a, b ∈ Z, p|ab =⇒ p|a or p|b.

Wait! Are these equivalent? Let’s check:

(b) =⇒ (a). If n|p, then p = nm, and so p|nm. By (b), p|n or
p|m. But then p ≤ n ≤ nm = p (or p ≤ m ≤ mn = p) =⇒ p = n (or
m) =⇒ n = p or 1. �

(a) =⇒ (b). Suppose p|ab but p - b; we wish to show that p|a.
By (a), only 1 and p divide p, so 1 = (b, p) = bx + py (for some
x, y ∈ Z). Hence a = abx + apy, which is divisible by p since ab
is. �

More generally we have the

PROPOSITION 21. If p|a1 · · · ak, then p|ai for some i.

PROOF. Apply the above repeatedly: if p - a1, then p|a2 · · · ak; if
p - a2, then p|a3 · · · ak; etc. �

Here is an application, to be generalized in the exercises.

THEOREM 22. Let p be a prime. Then
√

p is irrational.

21



22 2. PRIMES AND FACTORIZATION

PROOF. Suppose
√

p = A
B , for A, B ∈ N. Writing a = A

(A,B) ,

b = B
(A,B) , we have

√
p = a

b , (a, b) = 1. So

pb2 = a2 =⇒ p|a2 =⇒
Prop.21

p|a =⇒ a = pc

and then pb2 = p2c2 =⇒ b2 = pc2 =⇒ p|b2 =⇒ p|b. But then
p|a, b in contradiction to (a, b) = 1. �

We turn to the main result of this section:

THEOREM 23 (Fundamental Theorem of Arithmetic). Any natural
number n > 1 has (up to reordering factors) a unique factorization

n = p1p2 · · · ps

into (not necessarily distinct) primes.

PROOF. To see the existence of a prime factorization, inductively
assume that one exists for all m < n. Either n is prime (and we’re
done) or it is divisible by more than just 1 and n; in the latter case,
say n = mm′ (with m, m′ < n). Apply the inductive assumption.

Uniqueness is more involved. Suppose we have two prime fac-
torizations

q1q2 · · · qt = n = p1p2 · · · ps,

with t ≥ s. Then

p1|q1 · · · qt =⇒
Prop.21

p1|qi for some i.

After reordering we may assume i = 1, so

p1|q1 =⇒
q1 prime

p1 = q1 =⇒ q2 · · · qt = p2 · · · ps.

Continue this process (reordering if mecessary), obtaining q2 = p2,
q3 = p3, . . ., qs = ps. If t 6= s then we get qs+1 · · · qt = 1 which
doesn’t work; so t = s too. �

Rather than repeating primes in a product, it’s nicer to write

n = pa1
1 · · · p

as
s = ∏

i
pai

i = ∏
p prime

pordp(n),
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where the “order” of a prime p in n is defined by

ordp(n) :=

{
ai, if p = some pi

0, otherwise.

In terms of the prime factorization, we get formulas for the GCD and
LCM of two numbers a, b ∈N: with a = ∏ pordp(a), b = ∏ pordp(b),

(a, b) = ∏ pmin{ordp(a),ordp(b)}, [a, b] = ∏ pmax{ordp(a),ordp(b)}.

This very quickly recovers (a, b)[a, b] = ab.

REMARK 24. Why do we make such a fuss about uniqueness?
Precisely because it fails in other “rings of algebraic numbers”! Con-
sider

Z[
√
−5] := {a + b

√
−5 | a, b ∈ Z},

which is closed under addition and multiplication, and introduce the
norm map

N : Z[
√
−5] \ {0} −→N

a + b
√
−5 7−→ (a + b

√
−5)(a− b

√
−5) = a2 + 5b2.

We have N (αβ) = N (α)N (β), which implies that elements with
prime norm can only be divided by (±)themselves and (±)1, i.e. they
are “irreducible”. But in the equation

2 · 3 = 6 = (1 +
√
−5)(1−

√
−5)

in Z[
√
−5], we have norms

4 · 9 = 36 = 6 · 6.

What is preventing us from breaking

(3) 2 , 3 , 1 +
√
−5 , and 1−

√
−5

down further into elements of norms 2 and 3 that would (hopefully) coin-
cide?

The answer is this: that the insolubility of a2 + 5b2 = 2 or 3 means
that

there are no elements of norm 2 or 3!!
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So the four numbers (3) are “irreducible” and uniqueness of factor-
ization into irreducible elements fails. The degree of failure in a “ring
of algebraic numbers” is recorded by its class number, which will be
explained toward the end of this course.

Here is a nice application of the Fundamental Theorem of Arith-
metic (FTA):

THEOREM 25 (Euclid). There are infinitely many primes.

PROOF. Suppose {p1, . . . , pn} ⊂ N was a complete list of all
primes. Set N := p1p2 · · · ps + 1. By the FTA, we must have N =

pa1
1 · · · p

as
s . Pick some i for which ai 6= 0. Then pi|N, which (absurdly)

implies pi|1. �

REMARK 26. If we look at the numbers N suggested by this proof,
we get

2 + 1 = 3, 2 · 3 + 1 = 7, 2 · 3 · 5 + 1 = 31,

2 · 3 · 5 · 7 + 1 = 211, 2 · 3 · 5 · 7 · 11 + 1 = 2311,

but
2 · 3 · 5 · 7 · 11 · 13 + 1 = 30031 = 59 · 509.

So they aren’t all prime.

In fact, we can stretch Euclid’s argument a little to obtain

PROPOSITION 27. There are infinitely many primes of the form 4n− 1.

PROOF. First observe that the product of two numbers of the
form 4n + 1 (not 4n− 1) is once again of this form:

(4n + 1)(4m + 1) = 4(4nm + n + m) + 1.

Now suppose that {p1, . . . pk} is a complete list of the primes of the
form 4n− 1, and set

N := 4p1 · · · pk − 1.

Note that this is odd.
By the FTA, N = q1 · · · qt can be written as a product of (odd)

primes. They cannot all be of the form 4m + 1, since then N would
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be. So some qi, say q1, is of the form 4m− 1 so is one of the {pj}, say
p1. That is, p1|(4p1 · · · pk − 1), a clear contradiction. �

The exercises cover another case, that of primes of the form 6n−
1. As we shall see, there is a very general theorem that these results
reflect, so that the primes appear to “saturate” N in some sense. But
the following result, which says that there exist arbitrarily large gaps
in the primes, gives close to the opposite impression:

PROPOSITION 28. Given any k ∈ N, there exist k consecutive com-
posite natural numbers.

PROOF. Here is an example:

(k + 1)! + 2, (k + 1)! + 3, . . . , (k + 1)! + k, (k + 1)! + k + 1

are (respectively) divisible by 2, 3, . . ., k, k + 1, and thus composite.
�

Exercises
(1) If x and y are odd, show that x2 + y2 cannot be a perfect square.
(2) (a) If n is composite, explain why n must have a prime factor

p ≤
√

n.
(b) Optional but fun: write the numbers from 2 to 200, then cross
out all proper1 multiples of 2, and continue with all proper mul-
tiples of 3, 5, 7, 11, 13(>

√
200) to find all prime numbers less

than 200.
(3) Let N = pa1

1 · · · p
an
n . Prove that N cannot have a rational square

root unless all ai are even (in which case it has a square root in
N).

(4) Show that there are infinitely many primes of the form 6n− 1.
(5) If 2n + 1 is an odd prime for some integer n, prove that n is a

power of 2. [Hint: how do you factor x2k+1 + 1? Now suppose n
is divisible by an odd number.] The numbers of this form which

1i.e. not equal to 2
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actually are prime are called Fermat primes; the only known ones
are 3, 5, 17, 257, and 65537.

(6) If 2n − 1 is an odd prime for some integer n, prove that n is it-
self prime. The numbers of this form which actually are prime
are called Mersenne primes; the largest currently known prime
number is of this type: see
http://primes.utm.edu/notes/by_year.html

(7) Let f (x) be a polynomial of degree > 1, with integer coefficients.
Prove that we cannot have f (n) prime for every n ∈ N. [Hint:
if f (j) = p is prime, show that p divides f (j + kp)− f (j) hence
f (j + kp) for every k ∈ Z.]
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The distribution of primes

In the last section we showed — via a Euclid-inspired, algebraic
argument — that there are infinitely many primes of the form p =

4n− 1 (i.e. 4n+ 3). In fact, this is true for primes of the form 4n+ 1 as
well, and the ratio of primes of these two forms less than N tends to
1 as N → ∞. We say that the primes are distributed “asymptotically
equally” between {4n + 1 | n ∈N} and {4n− 1 | n ∈N}.

More generally, taking P ⊂N to denote the primes,

Na,b := {a + nb | n ∈ Z} ∩N,

and
Pa,b := Na,b ∩P,

there is the famous theorem on primes in arithmetic progressions:

THEOREM 29 (Dirichlet, 1837). Given a, b ∈N such that (a, b) = 1,
the set Pa,b is infinite. Moreover, for each fixed b, the primes are distributed
asymptotically equally between the {Pa,b} 0 < a < b

(a, b) = 1

.

In the early 20th century, people began to notice that the Na,b

contained consecutive sequences of primes, e.g.

N3,4 ⊃ {3, 7, 11} [length 3]

N7,30 ⊃ {7, 37, 67, 97, 127, 157} [length 6] (1909)

N199,210 ⊃ {199, 409, . . .} [length 10] (1910)

(4)

A sequence of length 11 wasn’t found until 1999; the longest known
today has length 26 (and begins with a 16-digit number). In light of
this, the theoretical result is impressive:

27
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THEOREM 30 (Green and Tao, 2004). Given any k, there exist a and
b such that k consecutive elements of Na,b are prime.

One question which may bug you (for instance, in relation to the
sequences (4)) is:

• How do you know if a number N is prime?

Naively, it’s enough to check that no number ≤
√

N divides N, but
we will find better methods later. A second question is:

• How can one construct primes?

There is no nice answer here — no known function which produces
distinct primes (and only primes).1

There are many other longstanding riddles regarding the primes:
for example,

CONJECTURE 31 (Goldbach). Any even number is the sum of two
primes.

This is known up to 18 digits but not proved in general. (A fa-
mous result of Vinogradov from the 1930s says that any sufficiently
large odd number is the sum of 3 primes.) Alternatively, one might
try to go further than Theorem 30 and ask whether, given any k and
b (with b even), there exist infinitely many sequences

{m + b, m + 2b, . . . , m + kb}

consisting entirely of primes. Taking k = 2 yields the venerable

CONJECTURE 32 (de Polignac, 1849). Given any even b ∈ N, there
exist infinitely many pairs p, q ∈ P with p− q = b.

The case b = 2 is known as the twin prime conjecture. A spec-
tacular and unexpected recent advance is:

THEOREM 33 (Zhang, 2013). Conjecture 32 holds for some b < 70, 000, 000.

Recent work has brought this upper bound down to 246, but for
the moment, the twin prime conjecture remains open.

1In the exercises, you will verify that no polynomial function can possibly do this.
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Dirichlet’s L-functions. We now turn to the idea behind the proof
of Dirichlet’s theorem (in the special case b = 4), starting with Eu-
ler’s analytic approach to the infinitude of primes. What follows is
far from being rigorous.

Let s > 1, and consider the “Euler product”

∏
p prime

1
1− p−s = ∏

p prime

(
1 + p−s + p−2s + p−3s + · · ·

)
where we have expanded each factor (1− p−s)−1 as a geometric se-
ries on the right. If we formally expand the right-hand product, then
by the Fundamental Theorem of Arithmetic, each n−s = (pa1

1 · · · p
ak
k )−s =

p−a1s
1 · · · p−aks

k occurs exactly once2 in the result, yielding

= 1 + 2−s + 3−s + 4−s + 5−s + 6−s + · · ·

= ∑
n≥1

n−s =: ζ(s),

the Riemann zeta function.

REMARK 34. The series converges for s > 1 in R, by the integral
comparison test

∑
n≥2

1
ns <

ˆ ∞

1

dx
xs =

[
x−s+1

−s + 1

]∞

1
=

1
s− 1

,

and more generally for Re(s) > 1 in the complex numbers C. One
may “analytically continue” it to get an analytic function on C\{1}
(with a simple pole at 1).

Now what could some analytic function have to do with the dis-
tribution of primes? Quite a bit: to begin with, formally taking the
limit of the above as s→ 1+ gives

∏
p prime

1
1− p−1 = ∑

n≥1

1
n
= ∞,

which “proves” the infinitude of primes.3

2because there exists a unique prime factorization of each n ∈N
3In mathematics, “formally” often means “manipulating symbols”, which is about
as far from rigor as one gets (and is great for producing or conveying ideas but also
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The idea of Dirichlet’s proof is to refine this observation. Let

χ0(n) :=

{
0, n even
1, n odd

and

χ1(n) :=


0, n even
1, n = 4k + 1
−1, n = 4k + 3

;

you should check that

(5) χi(mn) = χi(m)χi(n)

for m, n ∈ N (and i = 0, 1). We now carry out an analogue of the
above argument, but in reverse, starting with the Dirichlet series (or
L-function)

L(χi, s) := ∑
n≥1

χi(n)
ns

which using the Fundamental Theorem and (5) becomes

= ∏
p prime

(
∑
k≥0

χi(pk)

pks

)
= ∏

p prime

(
∑
k≥0

(
χ(p)

ps

)k
)

(6) = ∏
p prime

1

1− χi(p)
ps

.

Taking log of (6) yields

log L(χi, s) = − ∑
p prime

log
(

1− χi(p)
ps

)
,

which using − log(1− x) = ∑k≥1
xk

k becomes

= ∑
p prime

∑
k≥1

χi(pk)

kpks = ∑
p prime

χi(p)
ps + ∑

p prime
∑
k≥2

χi(pk)

kpks︸ ︷︷ ︸ .

=: fi(s)

can be terrifically misleading). For a proof without the quote marks, see the next
subsection.
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We can bound this last term (for i = 0 or 1) by

| fi(s)| ≤ ∑
p prime

∑
k≥2

1
kpks ≤ ∑

p prime
∑
k≥2

1
(ps)k = ∑

p prime

p−2s

1− p−s

≤ 2 ∑
p prime

p−2s ≤ 2 ∑
n≥1

n−2s

which for s ≥ 1 is

≤ 2 ∑
n≥1

1
n2 ≤ 4.

Finally, using

χ0(n) + χ1(n)
2

=

{
1, n = 4k + 1
0, otherwise

and
χ0(n)− χ1(n)

2
=

{
1, n = 4k + 3
0, otherwise

,

we have

(7)
1
2
(log L(χ0, s) + log L(χ1, s)) =

f0 + f1

2
+ ∑

p prime

p = 4k + 1

1
ps

︸ ︷︷ ︸
(A)

and

(8)
1
2
(log L(χ0, s)− log L(χ1, s)) =

f0 − f1

2
+ ∑

p prime

p = 4k + 3

1
ps

︸ ︷︷ ︸
(B)

.

Since L(χ1, 1) = ∑ χ1(n)
n converges by the alternating series test (with

nonzero limit π
4 ), only the log L(χ0, s) and ∑p terms of (7) and (8)

diverge as s → 1+. It follows that (A) and (B) diverge at the same
rate. This proves that there are infinitely many primes of the form
4k + 1, and suggests that they are distributed asymptotically equally
to those of the form 4k + 3.
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The infinitude of primes. Finally, we shall describe one way of
making Euler’s argument above completely airtight, which has the
added bonus of putting a lower bound on partial sums of inverse
primes.

LEMMA 35. ex+x2 ≥ 1
1−x for x ∈ [0, 1

2 ]. (In particular, e
1
p+

1
p2 ≥ 1

1− 1
p

for each prime p.)

PROOF. It suffices to show that

(1− x)ex+x2 ≥ 1.

The left-hand side of this is 1 at x = 0 and has derivative x(1 −
2x)ex+x2 ≥ 0 for x ∈ [0, 1

2 ]. �

THEOREM 36. For any real number y > 2,

∑{
p ≤ y

p prime

1
p

> log(log y)− 1.

COROLLARY 37. ∑p prime
1
p diverges. (In particular, there are infin-

itely many primes.)

PROOF OF THEOREM 36. Given y > 2, set

Ny :=
{

n ∈N
∣∣ n = pa1

1 · · · p
ak
k , all pi ≤ y

}
,
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and denote the greatest integer less than or equal to y by byc. Now
using the lemma together with the Fundamental Theorem, we find

∏
p ≤ y

p prime

e
1
p+

1
P2 ≥ ∏

p ≤ y
p prime

1
1− 1

p

= ∏
p ≤ y

p prime

(
1 +

1
p
+

1
p2 +

1
p3 + · · ·

)

= ∑
n∈Ny

1
n

≥
byc

∑
n=1

1
n
≥

(
´

test)

ˆ 1+byc

1

dx
x

= log(1 + byc)

> log(y).

Taking log of both sides,

log log y < log

(
∏

p≤y prime
e

1
p+

1
p2

)

= ∑
p ≤ y

p prime

(
1
p
+

1
p2

)

< ∑
p ≤ y

p prime

1
p
+

∞

∑
n=2

1
n2 ,

which by the integral test is

< ∑
p ≤ y

p prime

1
p
+

ˆ ∞

1

dx
x2︸ ︷︷ ︸

<1

.

�

In the next section, we will study the function

π(x) := number of primes less than or equal to x
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on R+ = (0, ∞). As a preliminary step, we can push Theorem 36 a
bit further to get

COROLLARY 38. For x > 2,

π(x)
x

+

ˆ x

2

π(u)
u2 du > log(log x)− 1.

PROOF. Write π(u) = ∑p prime χ[p,∞)(u), where for any subset
S ⊂ R,

χS (u) :=

{
1, u ∈ S

0, u /∈ S

is the characteristic function. Then we have4

ˆ x

2

π(u)
u2 du = ∑

p prime

ˆ x

2

χ[p,∞)(u)
u2 du

= ∑
p ≤ x

p prime

ˆ x

p

du
u2

= ∑
p ≤ x

p prime

[
− 1

u

]x

p

= ∑
p ≤ x

p prime

1
p
− ∑

p ≤ x
p prime

1
x

= ∑
p ≤ x

p prime

1
p
− π(x)

x

>
(Thm.)

log(log x)− 1− π(x)
x

,

as desired. �

4Note that only finitely many terms of the sum contribute, so switching with the
integral is permissible.
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The prime number theorem

So far, in our discussion of the distribution of the primes, we have
not directly addressed the question of how their density in the nat-
ural numbers changes as one keeps counting. But we did at least
define the function π(x), which counts the number of primes ≤ x,
and you might wonder

• how fast does it grow?

or maybe

• is the answer good for anything?

Though we certainly shouldn’t expect any fireworks from obseriving
that

π(x)
x

< 1,

we can at least put it together with the inequality

π(x)
x

+

ˆ x

2

π(u)
u2 du > log(log x)− 1

from Corollary I.C.10 to get that

F(x) :=
ˆ x

2

π(u)
u2 du− log(log x) + 2 > 0.

It follows that the derivative

F′(x) =
π(x)

x2 −
1

x log x

must have nonnegative “lim sup”.1 Multiplying by x log x, we find
that

lim sup
x→∞

π(x)
x/ log x

− 1 ≥ 0

1This means that given any negative constant, and any M� 0, there exists x > M
such that F′(x) exceeds this constant. (Otherwise F(x) would go negative.)

35
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hence

lim sup
x→∞

π(x)
x/ log x

≥ 1,

which is to say that “there are a lot of primes”. A better result is the
Prime Number Theorem:

THEOREM 39 (de la Vallée Poussin/Hadamard, 1896). We have

π(x) ∼ x
log(x)

,

i.e. limx→∞
π(x)

x/ log x = 1 exactly.

This was already conjectured by Gauss and Legendre in the 1790s
based on numerical evidence, perhaps of the sort in the following
table:

x 10 100 1000 104 105 · · ·
π(x) 4 25 168 1229 9592 · · ·

x
π(x) 2.5 4.0 6.0 8.1 10.4 · · ·

Notice that the differences between the bottom entries stabilize to
roughly 2.3 ∼ log 10, which suggests

10k

π(10k)
∼ k log(10) = log(10k),

which then suggests (if you are Gauss or Legendre) Theorem 39.

IDEA OF THE PROOF. This uses complex analysis, and is based on
the study of three functions:

(9) ϕ(x) := ∑
p ≤ x

p prime

log(p) ;

(10) Φ(s) := s
ˆ ∞

1

ϕ(x)
xs+1 dx ;

and the Riemann zeta function

(11) ζ(s) = ∑
n≥1

1
ns = ∏

p prime

1
1− p−s︸ ︷︷ ︸

Euler product

.
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What can (11) possibly have to do with (9) and (10)?
We start by expressing (10) as a series: Φ(s) =

s ∑
p prime

ˆ ∞

p

(log p)dx
xs+1 = s ∑

p

[
− log p

sxs

]∞

p
= ∑

p prime

log p
ps ,

which apparently makes sense (like (11)) for complex numbers s
with Re(s) > 1. Now use − d

ds p−s = (log p)p−s to write

ζ ′(s)
ζ(s)

=
d
ds

log ζ(s) =
d
ds ∑

p prime

(
− log(1− p−s)

)
= ∑

p prime

log p
ps(1− p−s)

,

and notice that by expanding 1
1−p−s this becomes Φ(s) + H(s) where

H (which involves 1
p2s+higher) is analytic for Re(s) > 1

2 . The reason
why this is important, is that

ζ(s)− 1
s− 1

= ∑
n≥1

1
ns −

ˆ ∞

1

1
xs dx

= ∑
n≥1

ˆ n+1

n

(
1
ns −

1
xs

)
︸ ︷︷ ︸
≤ |s|

nRe(s)+1

dx

extends to an analytic function on Re(s) > 0. Moreover, the Euler
product converges on Re(s) > 1, from which we see that ζ(s) has no
zeroes there, and a deeper analysis shows that ζ(s) has no zeroes on
(or accumulating to) Re(s) = 1 — just the pole at s = 1.

The upshot of this discussion is that Φ(s) extends to an analytic
function on Re(s) > 1

2 , except for poles at s = 1 and poles at zeroes of ζ(s)
(with Re(s) < 1− ε). In particular, we conclude from this that the
function

g(s) =
ˆ ∞

1

ϕ(x)− x
xs+1 dx =

Φ(s)
s
− 1

s− 1
is analytic in a neighborhood of s = 1. The integral only converges
a priori for Re(s) > 1, but a deep “Tauberian theorem” in complex
analysis shows that since (among other things) g extends through 1,
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the integral actually does converge there: i.e., we haveˆ ∞

1

ϕ(x)− x
x2 dx < ∞,

which implies ϕ(x)−x
x → 0 as x → ∞, hence

(12) lim
x→∞

ϕ(x)
x

= 1.

To finish off the Prime Number Theorem, write

(13) ϕ(x) = ∑
p ≤ x

p prime

log(p) ≤ ∑
p ≤ x

p prime

log(x) = π(x) log(x)

and (for 1 < y < x)

(14) π(x) = π(y) + ∑
p ∈ (y, x]
p prime

≤ π(y) + ∑
p∈(y,x]

log p
log x

< y +
ϕ(x)
log y

.

Taking y = x
log2 x

, multiplying (14) by log x
x and (13) by 1

x , gives

ϕ(x)
x

< π(x)
log x

x
<

(
x

log2 x
+

ϕ(x)
log x− 2 log log x

)
log x

x

=
1

log x
+

ϕ(x)
x

log x
log x− 2 log log x

.

By (12), the end terms of this inequality limit to 1 as x → ∞; therefore
π(x) log x

x → 1 also — so that the beast is, in the end, tamed by the
“squeeze theorem” from Calculus. �

In fact we know more about ζ(s): it extends to an analytic func-
tion on all of C (except for the pole at 1), with zeroes:

• at negative even integers; and
• in the “critical strip” 0 < Re(s) < 1 — these are called the

“critical zeroes”.

For an easy $1,000,000, you should prove
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CONJECTURE 40 (The Riemann Hypothesis). The critical zeroes are
all on Re(s) = 1

2 .

The PNT was proved using some of what we know about ζ(s).
One might expect that an even better result would follow from Con-
jecture 40. In fact, the function

Li(x) :=
ˆ x

0

dt
log t

is known to do a better job than x
log(x) at approximating π(x), and

the better result would use this instead:

THEOREM 41 (Schoenfield, 1976). If the Riemann Hypothesis holds,
then

|π(x)− Li(x)| ≤ 1
8π

√
x log(x)

for all x ≥ 2657.

There are many other consequences: to mention just one more,
recall that Proposition I.B.9 says that there exist gaps of arbitrary
length between the primes. On the other hand, one may have to
look at very large numbers just to get a small gap. If the RH holds,
then (according to a result of Cramér) we can make this last state-
ment very precise: the gap between prime p and the next prime is
bounded by a constant times

√
p log(p).

An application of the Prime Number Theorem. Here’s the “what
is it good for” part: we’ll use the PNT to prove that

ζ(3) = ∑
n≥1

1
n3

is irrational. Set dn := lcm{1, 2, 3, . . . , n}(=product of prime powers≤
n).

LEMMA 42. dn < 3n for n sufficiently large.
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PROOF. To begin with,

dn = ∏
p ≤ n

p prime

pblogp nc < ∏
p ≤ n

p prime

plogp n = nπ(n).

Now let ε > 0 be such that e1+ε < 3. By the PNT, there exists N ∈N

such that

n ≥ N =⇒ π(n) < (1 + ε)
n

log n

=⇒ π(n) log n < (1 + ε)n

=⇒
exp

nπ(n) < e(1+ε)n = (e1+ε)n < 3n.

�

LEMMA 43. For s > r ∈N,

(a)
ˆ 1

0

ˆ 1

0

− log xy
1− xy

xryrdx dy = 2ζ(3)−
(

1 +
1
23 + · · ·+ 1

r3

)
︸ ︷︷ ︸

∈ 1
d3

r
Z

(b)
ˆ 1

0

ˆ 1

0

− log xy
1− xy

xrysdx dy ∈ 1
d3

s
Z.

PROOF OF (A) ((B) IS SIMILAR). Write
ˆ 1

0

ˆ 1

0

xt+ryt+r

1−xy dx dy = ∑
k≥0

ˆ 1

0

ˆ 1

0
xt+r+kyt+r+kdx dy = ∑

k≥0

1
(t+r+k+1)2 .

Differentiate with respect to t (using d
dt xt = xt log x), set t = 0

=⇒
ˆ 1

0

ˆ 1

0

log xy
1− xy

dx dy = −2 ∑
k≥0

1
(r + k + 1)3 .

�

Now define the Legendre polynomials

Pn(x) :=
1
n!

(
d

dx

)n
xn(1− x)n.
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LEMMA 44. For n ∈N,ˆ 1

0

ˆ 1

0

− log xy
1− xy

Pn(x)Pn(y)dx dy ≤ (
√

2− 1)4n2ζ(3).

SKETCH. Notice that Pn(x)Pn(y) is a sum of terms of the form
xrys. By Lemma 43, the integral equals 1

d3
n
(An + ζ(3)Bn) for some

An, Bn ∈ Z. The rest is complicated integration by parts and bound-
ing. �

THEOREM 45 (Apéry, 1978). ζ(3) /∈ Q.

PROOF. Since the integral in Lemma 44 is nonzero, we have for
each n ∈N

0 <
|An + ζ(3)Bn|

d3
n

< 2ζ(3)(
√

2− 1)4n.

Therefore

0 < |An + ζ(3)Bn| < 2ζ(3)d3
n(
√

2− 1)4n

<
Lemma 42

2ζ(3)(33(
√

2− 1)4︸ ︷︷ ︸
<0.9

)n

< 2ζ(3)(0.9)n.

Suppose ζ(3) = P
Q , for some nonzero P, Q ∈ Z. Then the above

yields
0 < |A + P

Q Bn| < 2 P
Q (0.9)n

hence for n large enough

0 < |AnQ + PBn| < 2P(0.9)n < 1,

which is impossible since AnQ + PBn is an integer. �

That 33(
√

2− 1)4 is less than 1 is a miracle. Many similar would-
be proofs (e.g., for Catalan’s constant) fail solely because the corre-
sponding number exceeds 1!

So the irrationality of ζ(3) is a really deep fact, which uses the
Prime Number Theorem among other things. Not all irrationality
proofs are hard – for instance, the one for

√
2 is very easy. The first 2

problems below will walk you through a somewhat more interesting
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(but still straightforward) method that works for e, sin(1), and other
numbers. They don’t involve the PNT.

Exercises
(1) Let θ be a real number and am and bm two sequences of integers

(with the bm’s nonzero). Suppose that for every ε > 0, there exists
an M ∈N such that

m ≥ M =⇒ 0 <

∣∣∣∣θ − am

bm

∣∣∣∣ < ε

bm
.

Show that θ is irrational.
(2) Suppose that f (x) is a function represented by a power series

(say, about 0 for simplicity) on the whole real line, and write
f (x) = Pk(x) + Rk(x) as a sum of the kth Taylor polynomial and
remainder. Recall from calculus that

Rk(x) =
ˆ x

0

f (k+1)(t)
k!

(x− t)kdt.

Apply this formula with f (x) := ex, and problem (1), to show
that e is irrational.

(3) Explain why the PNT would lead you to expect that, on average,
the gap between the prime p and its successor is log(p).



Part 2

Congruences





CHAPTER 5

Modular arithmetic

Leaving our brief dip into the analytic aspects of number theory
behind us, we turn to the algebraic approach which will inform our
discussion of cryptography. I assume no prior acquaintance with
ring or group theory, but as this is not a course in abstract algebra,
we will be selective in what we do cover.

Let m, a, and b be three integers, with m ≥ 2.

DEFINITION 46. a is congruent to b modulo m ⇐⇒ m|(a− b).
(Equivalently, a and b have the same remainder when divided by m
in the Euclidean Algorithm.) The notation for this is “a ≡

(m)
b” or

“a ≡ b (mod m)”.

REMARK 47. We can also say “b is a residue of a modulo m”.

Now “≡
(m)

” is an equivalence relation on Z: it satisfies

• reflexivity : a ≡
(m)

a;

• symmetry : a ≡
(m)

b =⇒ b ≡
(m)

a; and

• transitivity : a ≡
(m)

b and b ≡
(m)

c =⇒ a ≡
(m)

c.

Accordingly, Z is partitioned into equivalence classes. Explicitly,
these are the m arithmetic progressions

mZ, 1 + mZ, 2 + mZ, . . . , (m− 1) + mZ.

They are called residue (or congruence) classes modulo m. A com-
plete set of residues modulo m is a set of m integers with no two
in the same residue class; e.g., for m = 3, {0, 1, 2} will work, as will
{0, 2, 4}.

45
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Next, “≡
(m)

” respects addition, subtraction, and multiplication: if

a ≡
(m)

b and c ≡
(m)

d, then:

• a + c ≡
(m)

b + d;

• −c ≡
(m)
−d ( =⇒ a− c ≡

(m)
b− d); and

• ac ≡
(m)

bd.

Repeatedly using these shows also that

• f (a) ≡
(m)

f (b) for any polynomial f with integer coefficients.

The upshot is that we may work with only 0, 1, 2, . . . , m − 1 — i.e.,
with a complete set of residues — when doing arithmetic modulo
m. The set of residue classes, endowed with “+” and “·”, is written
Z/mZ and called the ring of integers modulo m.

REMARK 48. People often write a + mZ, ā, or [a] for the element
of Z/mZ corresponding to a ∈ Z.

EXAMPLE 49. Let n ∈N, and write n = a0 + 10a1 + 102a2 + · · ·+
10kak. We have

10 ≡
(9)

1 =⇒ 10j ≡
(9)

1 =⇒ n ≡
(9)

a0 + a1 + · · ·+ ak,

so that 9|n ⇐⇒ 9 divides the sum of the digits of n. On the other
hand,

10 ≡
(11)
−1 =⇒ 10j ≡

(11)
(−1)j =⇒ n ≡

(11)
a0 − a1 + · · ·+ (−1)kak

reveals that 11|n ⇐⇒ 11 divides the alternating sum of the digits of
n.
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EXAMPLE 50 (Fast powering algorithm). To compute 55 (mod 11),
we need not actually compute 55 and then apply the Euclidean Al-
gorithm. Rather, apply EA at each step:

52 = 25 ≡
(11)

3

53 = 52 · 5 ≡
(11)

3 · 5 = 15 ≡
(11)

4

54 = 53 · 5 ≡
(11)

4 · 5 = 20 ≡
(11)

9

55 = 54 · 5 ≡
(11)

9 · 5 = 45 ≡
(11)

1.

But if we want (say) 513, this is wasteful. Instead, compute

52 ≡
(11)

3, 54 = (52)2 ≡
(11)

32 = 9, 58 = (54)2 ≡
(11)

92 = 81 ≡
(11)

4

=⇒ 513 = 58+4+1 ≡
(11)

4 · 9 · 5 = 180 ≡
(11)

4.

(In fact, using Fermat’s theorem below will give an even faster short-
cut.) The general algorithm here for finding ae (mod m) is to write
the exponent in binary, compute all the a2i

you need, then multiply
them together. This reduces us from computing e multiplications to
≤ 2 log2 e multiplications mod m.1

What about division, and inverses?

DEFINITION 51. Given a ∈ Z, an inverse of a modulo m is an
integer b ∈ Z such that a · b ≡

(m)
1. (If one exists, a is invertible mod

m, and we shall write “a−1” for b.)

THEOREM 52. (i) a is invertible mod m ⇐⇒ (a, m) = 1.
(ii) In this case, the “inverses of a” are the elements of a single congru-

ence class.

1In the exercises you will see how to virtually eliminate the storage aspect of this
algorithm.
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PROOF. If a · b ≡
(m)

1, then ab − 1 = cm (for some c ∈ Z) hence

(a, m)|ab− cm = 1. Conversely, if x, y ∈ Z are such that ax+my = 1,
then ax ≡

(m)
1. This proves (i).

For (ii), given ab ≡
(m)

1 ≡
(m)

ab′, we have 0 ≡
(m)

a(b − b′), which

multiplied by any inverse a−1 yields 0 ≡
(m)

b− b′ hence b ≡
(m)

b′. �

In fact, the proof of (i) shows us how to find inverses: use the EA
to find x and y.

EXAMPLE 53. Can we invert 48 (mod 157)? The EA allows us to
simultaneously check whether these numbers are relatively prime,
and if so, to perform the computation:

r
x
y

3 3 1 2 4
157 48 13 9 4 1 0
1 0 1 −3 4 −11 −
0 1 −3 10 −13 36 −

We conclude that −11 · 157 + 36 · 48 = 1, hence 36 · 48 ≡
(157)

1, which

is to say 48−1 ≡
(157)

36.

REMARK 54. Of course, the inverse is really an inverse in Z/mZ,
and it is better to write [48]−1 = [36] in the example. Theorem 52(ii)
says that the inverse of an invertible element of Z/mZ is a unique
element of Z/mZ.

COROLLARY 55. ax ≡
(m)

ay and (a, m) = 1 =⇒ x ≡
(m)

y.

PROOF. Multiply both sides by any mod-m-inverse of a. �

COROLLARY 56. If {x1, . . . , xm} is a complete set of residues mod m,
and (a, m) = 1, then so is {ax1, . . . , axm}.

PROOF. By Corollary 55, multiplication by a gives a 1-to-1 map-
ping from Z/mZ to itself. �

How many of the residue classes are invertible? Denote these by
(Z/mZ)∗ ⊂ Z/mZ.
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DEFINITION 57. (a) [Euler’s phi-function]2 φ(m) := |(Z/mZ)∗| =
#{a ∈ {0, 1, . . . , m− 1} | (m, a) = 1}.

(b) A reduced residue system (mod m) is a set of φ(m) integers
relatively prime to m, with no two in the same mod-m-residue class
(e.g. {a ∈ {0, 1, . . . , m− 1} | (m, a) = 1}).

REMARK 58. The equality of the two definitions of φ(m) is by
Theorem 52.

EXAMPLE 59. A couple of values of the phi-function:

φ(15) = #{1, 2, 4, 7, 8, 11, 13, 14} = 8,

φ(11) = #{1, 2, 3, 4, 5, 6, 7, 8, 9, 10} = 10.

Now remember from Example 50 that 55 ≡
(11)

1. So 510 ≡
(11)

1. Try

210 = 22+8 = 4 · 44 ≡
(11)

4 · 52 ≡
(11)

4 · 3 ≡
(11)

1

310 = 9 · 94 ≡
(11)
−2 · (−2)4 ≡

(11)
−2 · 5 ≡

(11)
−10 ≡

(11)
1

and so on — we always get 1. Except, of course, for 010(= 0). On the
other hand, for the modulus 15, we have

28 ≡
(15)

44 ≡
(15)

12 = 1, 78 ≡
(15)

44 ≡
(15)

1, etc.

but
38 = 94 ≡

(15)
62 ≡

(15)
6 /≡

(15)
1 !!

The following theorem sums up and generalizes the behavior we
have just witnessed:

THEOREM 60 (Euler). (a, m) = 1 =⇒ aφ(m) ≡
(m)

1.

PROOF. Consider the reduced residue system

Rm := {r ∈ {1, . . . , m− 1} | (r, m) = 1} .

2Recall that the number of elements in a set S is denoted by |S| or #S.
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Since (a, m) = 1 = (r, m) =⇒ (ar, m) = 1, and multiplication by a
is 1-to-1 on Z/mZ, aRm is also a reduced residue system. Hence

∏
r∈Rm

r ≡
(m)

∏
s∈aRm

s = ∏
r∈Rm

ar = aφ(m) ∏
r∈Rm

r.

Cancelling the r’s (by Corollary 55), we have 1 = aφ(m). �

COROLLARY 61 (Fermat’s “Little” Theorem). Let a be an integer,
and p a prime not dividing a. Then ap−1 ≡

(p)
1.

PROOF. φ(p) = p− 1. Apply Theorem 60. �

EXAMPLE 62. What weekday will we have 1, 000, 000 days from
today? (Today is Monday.) By Fermat, 106 ≡

(7)
1 =⇒ Tuesday!

Exercises
(1) Evaluate φ(m) for m = 1, 2, 3, . . . , 12.
(2) Prove that n13 − n is divisible by 2, 3, 5, 7, and 13 for any integer

n.
(3) Let m be an odd integer and let a be any integer. Prove that 2m +

a2 can never be a perfect square. [Hint: if a number is a square,
what are its possible values modulo 4?]

(4) Let N, g, and A be positive integers. Consider the following al-
gorithm:
1. Set a = g and b = 1.

2. Loop while A > 0.

3. If A ≡ 1 (mod 2), set b = b · a (mod N).

4. Set a = a2 (mod N) ad A =
⌊ A

2

⌋
.

5. If A > 0, continue with loop at Step 2.

6. Return the number b.

(a) Show that the output of this algorithm equals gA (mod N).
(b) Use it to compute 17183 (mod 256).

(5) For each of the following primes p and numbers a, compute a−1

mod p in two ways: (i) using the Euclidean algorithm; (ii) use
problem (7) and Fermat’s little theorem.



EXERCISES 51

(a) p = 47 and a = 11.
(b) p = 587 and a = 345.





CHAPTER 6

Consequences of Fermat’s theorem

Orders of residue classes. Recall that by Fermat’s Little Theo-
rem, p - a =⇒ ap−1 ≡

(p)
1. But perhaps there are smaller powers of a

that are ≡
(p)

1?

DEFINITION 63. Let a, m ∈ Z, with m ≥ 2 and (a, m) = 1. The
order of a modulo m is the smallest k ∈N such that ak ≡

(m)
1.

PROPOSITION 64. Assume (a, m) = 1 as in the definition. Then the
order of a mod m divides φ(m). (In particular, for p prime and p - a, the
order of a mod p divides p− 1.)

PROOF. Let k be the order and an ≡
(m)

1. Writing n = kq + r,

0 ≤ r ≤ k, we have 1 ≡
(m)

(ak)qar ≡
(m)

ar, contradicting minimality of k

unless r = 0 (so that k divides n). Now use Euler’s Theorem 60 (and
take n = φ(m)). �

The question arises whether there is any a with order exactly φ(m).
For prime modulus (m = p), such an a does exist, and then its powers
a1, . . . , ap−1 give (together with 0) a complete set of residue classes
(mod p). (We’ll see why later.) Otherwise, this may fail: for instance,
φ(8) = 4 but 12, 32, 52, 72 ≡

(8)
1 =⇒ the residue classes (other than 0

and 1) all have order 2.

Solutions of congruences. We are interested in solving congru-
ences of the form

(15) f (x) ≡
(m)

0,

53
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where f (x) = anxn + · · · + a1x + a0 is a polynomial with integer
coefficients. (Usually one takes m - an.) Since a ≡

(m)
b =⇒ f (a) ≡

(m)

f (b), all the elements of a given residue class a + mZ either solve
(15) or don’t. It therefore makes sense to think of the set of solutions
as a subset of Z/mZ; in particular, there are (in this sense) finitely
many.

EXAMPLE 65. Let p be prime. By Fermat, xp−1 − 1 ≡
(p)

0 has p− 1

solutions (in Z/pZ), and so xp − x ≡
(p)

0 has p solutions (in Z/pZ).

This is something that doesn’t happen with equations “over Z”: the
only polynomial that has f (a) = 0 for every a ∈ Z is zero!

We shall now discuss some linear and quadratic congruences,
starting with the linear case. Recall that

ca ≡
(m)

cb =⇒ a ≡
(m)

b if (c, m) = 1.

There is a more general statement:

LEMMA 66. ca ≡
(m)

cb ⇐⇒ a ≡(
m

(c,m)

) b.

PROOF. First assume m|c(a− b). Then m
(m,c) |

c
(m,c)(a− b), but m

(m,c)
and c

(m,c) are relatively prime. Invoking Corollary 13(ii), we have
m

(m,c) |a− b.
For the converse, assume a ≡

( m
(c,m)

)
b; then certainly ca ≡

( cm
(c,m)

)
cb, and

cm
(c,m)

= [c, m] (the lcm). Since m|[c, m], ca ≡
(m)

cb. �

THEOREM 67. (i) ax− b ≡
(m)

0 has a solution if and only if (a, m)|b.

(ii) In this case, there are (in Z/mZ) exactly (a, m) solutions.

PROOF. (i) Write g := (a, m). The existence of a solution is equiv-
alent to the existence of x, y ∈ Z such that ax + my = b. This clearly
implies g|b since g|a, m. Conversely, if b = gβ then write a = gα,
m = gµ; since (α, µ) = 1, α has an inverse α̃ mod µ. (Here α̃ ∈ Z.)
Take x0 := α̃β so that αx0 ≡

(µ)
β, and thus gαx0 ≡

(gµ)
gβ, i.e. ax0 ≡

(m)
b.
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(ii) By the Lemma, ax ≡
(m)

b is equivalent to αx ≡
(µ)

β. So the distinct

solutions in Z/mZ are α̃β, α̃β + µ, . . . , α̃β + (g− 1)µ. �

EXAMPLE 68. We solve 15x ≡
(35)

25. This is equivalent to 3x ≡
(7)

5,

and the mod 7 inverse of 3 is 5. So x0 ≡
(7)

5 · 5 ≡
(7)

4 is one solution;

and the complete list is 4, 11, 18, 25, 32 (add 7 each time).

Let p ≥ 2 be a prime.
Going back to Fermat’s theorem, it makes intuitive sense that if

we think in terms of polynomials with Z/pZ-coefficients, f (x) should
have a linear factor (x− r) for every r with f (r) ≡

(p)
0. I won’t prove

this now; instead consider what it suggests: namely, that xp−1 − 1
should factor as the product (x − 1)(x − 2) · · · (x − (p − 1)), since
1, 2, . . . , p− 1 are all roots. This would imply

(p− 1)! = 1 · 2 · · · · · (p− 1) ≡
(p)
−1,

since there is an even number of factors. This is part of what shall be
proved in the next subsection.

The quadratic congruences x2 ≡
(p)

1 and x2 ≡
(p)
−1.

LEMMA 69. x2 ≡
(p)

1 ⇐⇒ x ≡
(p)
±1.

PROOF. Well, x2 − 1 ≡
(p)

0 is equivalent to p|(x + 1)(x− 1), right?

Which is the same as p|(x− 1) or p|(x + 1). �

THEOREM 70 (Wilson’s Theorem). For any prime p, (p − 1)! ≡
(p)

−1.

PROOF. Obvious for p = 2, 3. For p ≥ 5, write

−(p− 1)! = (1− p) ·
p−2

∏
j=2

j

(16) ≡
(p)

p−2

∏
j=2

j.
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In {2, . . . , p − 2}, nothing is its own mod p inverse, by the Lemma.
So in the product (16), everything pairs off with its onverse to yield
1 (mod p). �

Turning to x2 ≡
(p)
−1, we note that for p = 2 we have −1 ≡

(2)
1, so

this has x ≡ ±1 as solutions. So assume p > 2.

COROLLARY 71. x2 ≡
(p)
−1 is soluble ⇐⇒ p ≡

(4)
1.

PROOF. By Theorem 70, we have

−1 ≡
(p)

p−1
2

∏
j=1

j(p− j) =

p−1
2

∏
j=1

(−j2),

which implies

(−1)
p+1

2 ≡
(p)

 p−1
2

∏
j=1

j

2

.

If p = 4n + 1, then (−1)
p+1

2 = (−1)2n+1 = −1 and we can take

x = ∏
p−1

2
j=1 j.

Conversely, suppose x2
0 ≡

(p)
−1. Fermat’s theorem tells us that

1 ≡
(p)

xp−1
0 = (x2

0)
p−1

2 ≡
(p)

(−1)
p−1

2 , and so p−1
2 must be even, which

means that p ≡
(4)

1. �

In algebraic number theory, one of the first things one studies is
the factorization of integer primes in certain1 quadratic number rings
of the form

O√d :=


Z +
√

dZ, d /≡
(4)

1

Z +
√

d+1
2 Z, d ≡

(4)
1

1It only works precisely this way when “O√d has class number 1”.
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where d ∈ Z. One finds that for p > 2 prime,

p


= αᾱ if d ≡

(p)
� /≡

(p)
0

= α2 if p|d
doesn’t factor if d /≡

(p)
�

where “�” means “a square” (i.e. x2 for some integer x), and if
α = A + B

√
d then ᾱ = A− B

√
d. This is an amazing symmetry: the

factorization behavior of d mod p — basically whether x2− d ≡
(p)

0 is

soluble — determines the factorization behavior of p in the “exten-
sion” O√d of Z!

We shall use Corollary 71 to prove this in the special case d = −1:
again, let p > 2 be prime.

THEOREM 72. There exist a, b ∈N such that p = a2 + b2 if and only
if p ≡

(4)
1.

Notice that the first statement is really that p = (a+ bi)(a− bi) =
αᾱ, while the second is equivalent to (d =)− 1 ≡

(p)
� by the Corollary.

PROOF. If p ≡
(4)

1, then (by Corollary 71) there is an x ∈ Z with

x2 ≡
(p)
−1. Set f (u, v) := u + xv, S := {(u, v) | u, v ∈ Z ∩ [0,

√
p]}.

Since |S| = (b√pc+ 1)2 > p, the elements { f (u, v)mod p | (u, v) ∈
S} in Z/pZ cannot all be distinct. So there exist (in S) (u, v) 6=
(u′, v′) with f (u, v) ≡

(p)
f (u′, v′). Writing a := u − u′, b := v − v′,

this gives a ≡
(p)

xb, hence (squaring both sides) a2 ≡
(p)
−1 · b2, which

is to say a2 + b2 ≡
(p)

0, i.e. p|a2 + b2. As u, u′, v, v′ ∈ [0,
√

p], we

have a, b <
√

p (and not both 0) =⇒ 0 < a2 + b2 < 2p. But since
p|a2 + b2, we must then have p = a2 + b2.

On the other hand, if p = a2 + b2, then one of a, b must be odd
(say, a = 2n + 1) and the other even (say, b = 2m). So p = (2n +

1)2 + (2m)2 = 4(n2 + n + m2) + 1. �
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REMARK 73. We can actually prove something stronger:

if p|a2 + b2 and p ≡
(4)

3, then p|a, b.

Otherwise a is invertible mod p, and writing aa′ ≡
(p)

1, a2 + b2 ≡
(p)

0

multiplied by (a′)2 yields 1 + (a′b)2 ≡
(p)

0; by Corollary 71 we then

have p ≡
(4)

1.

COROLLARY 74. Let n be a natural number. The following are equiv-
alent:

(a) n = a2 + b2 for some a, b ∈ Z;
(b) in the prime factorization of n, the primes of the form 4m + 3 occur

to even powers.

PROOF. Note that (a) says that n = αᾱ, α ∈ Z + iZ. Clearly a
product of numbers of this form is also of this form. By Theorem 72,
any prime of the form 4m + 1 is of this form. Also, the square of any
integer (in particular, of a prime of the form 4m + 3) is also of this
form. So if (b) holds, then (a) holds.

Now assume (a). The Remark above shows that if a prime p of
the form 4m + 3 divides a2 + b2, so does its square, and also p|a, b.
Replace n, a, b by n

p2 , a
p , b

p and continue in this fashion. If (b) does not
hold then we evidently must reach a contradiction. �

This connects up to an earlier discussion, in §I.B: the numbers
a2 + b2 (a, b ∈ Z) are exactly the norms of the Gaussian integers.

Exercises
(1) Let p be a prime. Show that exactly half of the elements of (Z/pZ)∗

are squares (modulo p).

(2) If p is an odd prime, prove that 12 · 32 · 52 · · · · · (p− 2)2 ≡
(p)

(−1)
p+1

2

and 22 · 42 · 62 · · · · · (p− 1)2 ≡
(p)

(−1)
p+1

2 .

(3) How many solutions are there to 15x ≡
(35)

0? 15x ≡
(35)

24?
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(4) Find all solutions to x2 ≡
(2α)

1 for each α = 1, 2, 3, . . .. (For α ≥ 3,

2α−1 − 1 and 2α−1 + 1 should be among your solutions. Start by
factoring x2 − 1 and thinking about what the linear factors have
to be to have product zero modulo 2α.)





CHAPTER 7

The Chinese Remainder Theorem

We have been concerned with solving the equation

(17) f (x) ≡
(m)

0 , f polynomial,

primarily (so far) when the modulus m is prime. What if m is com-
posite? Can we reduce the problem of solving (17) to the case of a
prime power modulus?

Here is a related problem, from Sun Tzu around 300 AD:

EXAMPLE 75. We wish to find x ∈ Z simultaneously solving
x ≡

(3)
2 (i)

x ≡
(5)

3 (ii)

x ≡
(7)

2 (iii).

First observe that (i) =⇒ x = 2 + 3y (y ∈ Z). Combining this with
(ii) gives

2 + 3y ≡
(5)

3,

or 3y ≡
(5)

1. Since the mod 5 inverse of 3 is 2, we have y ≡
(5)

2 hence

y = 2 + 5z (z ∈ Z). Finally, by (iii),

2 ≡
(7)

x = 2 + 3y = 2 + 3(2 + 5z) = 8 + 15z ≡
(7)

1 + z

whence z ≡
(7)

1 and z = 1+ 7w (w ∈ Z). Therefore (for any integer w)

x = 2 + 3(2 + 5(1 + 7w)) = 23 + 105w

will work. Notice that 105 = 3 · 5 · 7.

61
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THEOREM 76 (Chinese Remainder Theorem). Given m, n > 1 co-
prime, and a, b ∈ Z, there exists an integer x satisfying

(18) x ≡
(m)

a , x ≡
(n)

b ,

which is unique if we demand 0 ≤ x < mn.

PROOF. We have (18) ⇐⇒ x = a + my ≡
(n)

b ⇐⇒ my ≡
(n)

b− a.

Since (m, n) = 1, m is invertible mod n; let1 β ∈ Z satisfy βm ≡
(n)

1.

Then (18) ⇐⇒ y ≡
(n)

β(b− a) ⇐⇒ y = β(b− a) + nz ⇐⇒

x = a + mβ(b− a) + mnz.

Exactly one choice of z puts x ∈ [0, mn). �

EXAMPLE 77. Consider the congruences
x ≡

(52)
29

x ≡
(72)

19.

We have (52, 72) = 4, so the basic CRT (Theorem 76) doesn’t apply.
Still, we can try the method: write x = 29 + 52y ≡

(72)
19 =⇒ 52y ≡

(72)

−10. By Theorem II.B.5, this is solvable if and only if (52, 72) divides
−10, which fails (as (52, 72) = 4). So a common solution to these
congruences does not exist.2

Here are two generalizations of Theorem 76:

THEOREM 78 (CRT v. 2.0). Given m, n > 1 and a, b ∈ Z. Then there
exists an integer x satisfying (18) if and only if a ≡

(m,n)
b. In this case, there

is a unique solution 0 ≤ x < [m, n].

PROOF. See the exercises. �

1You would find β using the Euclidean Algorithm.
2A quicker way to see this: x ≡

(52)
29 =⇒ x ≡

(4)
29 ≡

(4)
1, since 4|52; and x ≡

(72)
19

=⇒ x ≡
(4)

19 ≡
(4)

3, since 4|72. This is a contradiction.
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THEOREM 79 (CRT v. 3.0). Let m1, . . . , mr > 1 be pairwise coprime,
and a1, . . . , ar ∈ Z. Then there exists an integer solving the system {x ≡

(mi)

ai}i=1,...,r, which is unique if we impose 0 ≤ x < m := ∏r
i=1 mi.

PROOF. We could, as in Example 75, iterate the approach used
in proving the basic CRT. A more systematic approach is this: for
each i, ( m

mi
, mi) = 1 =⇒ ∃αi ∈ Z such that αi · m

mi
≡
(mi)

1. Moreover,
m
mj
· αi ≡

(mi)
0 if j 6= i, since mi| m

mj
. Setting

x0 :=
r

∑
j=1

m
mj

αjaj,

we have (for each i)

x0 ≡
(mi)

m
mi

αi︸︷︷︸
≡1

ai ≡
(mi)

ai.

If x, x′ are two solutions, x− x′ ≡
(mi)

0 (∀i) =⇒ mi|x− x′ (∀i)
mi=⇒

coprime

m|x − x′ =⇒ x′ = x + mz, which gives the uniqueness statement.
�

Now let (m, n) = 1 and consider the map

Θ : Z/mnZ −→ Z/mZ × Z/nZ

[x]mn 7−→ ([x]m , [x]n).

The content of the basic CRT is that

Θ is 1-to-1 and onto (i.e. a bijection):

the existence statement says that any ([a]m, [b]n) is Θ([x]mn) for some
x ∈ Z; while the uniqueness says that all such x lie in a single residue
class [x]mn ∈ Z/mnZ. (In terms of counting, this is plausible, since
Z/mnZ and Z/mZ×Z/nZ both have mn elements.)
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REMARK 80. Dropping the assumption that (m, n) = 1 for a mo-
ment, Theorem 78 says that in

Z/[m, n]Z Θ−→ Z/mZ×Z/nZ
Ψ−→ Z/(m, n)Z

[x][m,n] 7−→ ([x]m, [x]n)
([a]m, [b]n) 7−→ [a− b](m,n)

the image of Θ is exactly the kernel of Ψ (stuff Ψ sends to zero).

Henceforth we take (m, n) to be 1.
If we consider invertible elements, we get that Θ restricts to a bi-

jection3

(19) (Z/mnZ)∗
∼=−→ (Z/mZ)∗ × (Z/nZ)∗ ,

since (x, mn) = 1 ⇐⇒ {(x, m) = 1 and (x, n) = 1}. But then the two
sides of (19) must have the same number of elements. It follows that
the Euler phi-function is “multiplicative”:

THEOREM 81. If (m, n) = 1, then φ(mn) = φ(m)φ(n).

If N = ∏i pri
i (where pi denote distinct primes), this result leads

to the formula

φ(N) = ∏
i

φ(pri
i ) = ∏

i
pri
(

1− 1
pi

)
since

φ(pr) = # { a ∈ {1, . . . , pr}| p - a}

= #
(
{1, 2, . . . , pr} \ {p, 2p, . . . , pr−1p}

)
= pr − pr−1 = pr

(
1− 1

p

)
.

Finally (still assuming (m, n) = 1), if we consider elements solving a
polynomial congruence

(Z/NZ) f :=
{
[x] ∈ Z/NZ

∣∣∣∣ f (x) ≡
(N)

0
}

,

3We will use the symbol “∼=” to denote bijections.
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then Θ restricts to a bijection

(Z/mnZ) f
∼=−→ (Z/mZ) f × (Z/nZ) f

since f (x) ≡
(mn)

0 ⇐⇒ mn| f (x) ⇐⇒
(m,n)=1

{m| f (x) and n| f (x)} ⇐⇒

{ f (x) ≡
(m)

0 and f (x) ≡
(n)

0}. Writing

N f (N) :=
∣∣(Z/NZ) f

∣∣ = # of solutions mod N,

we have

THEOREM 82. If (m, n) = 1, then N f (mn) = N f (m)N f (n); i.e. N f

is multiplcative in the same sense as φ.

EXAMPLE 83. We can use Theorem 82 to determine the square
roots of 34 modulo 55 — that is, to solve f (x) ≡

(55)
0 where f (x) =

x2 − 34.
First, we solve mod 5: x2 ≡

(5)
34 ≡ 4 =⇒ x ≡

(5)
2,−2 ≡ 2, 3;

then solve mod 11: x2 ≡
(11)

34 ≡ 1 =⇒ x ≡
(11)
±1. The content of the

argument leading to Theorem 82 is that we now just solve
x ≡

(5)
2, 3

x ≡
(11)
±1

mod 55:
Case 1 : x = 1 + 11a ≡

(5)
2 or 3 =⇒ a ≡

(5)
1 or 2 =⇒ x ≡

(55)
12 or 23.

Case 2 : x = −1 + 11a ≡
(5)

2 or 3 =⇒ a ≡
(5)

3 or 4 =⇒ x ≡
(55)

32 or 43.

So, in Z/55Z, the number 34 has four square roots (!):

12, 23, 32, and 43.

Exercises
(1) Prove Theorem 78 (v. 2.0 of the Chinese Remainder Theorem).
(2) Find all integers that give the remainders 1, 2, 3 when divided by

3, 4, 5, respectively.
(3) For what values of n is φ(n) odd?
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(4) Find all solutions to the congruence x3 + 4x + 8 ≡
(15)

0.



CHAPTER 8

Primality and compositeness testing

For cryptographic purposes (among others), it is important to be
able to identify when a modulus is prime. More precisely, given m ∈
N, we would like an algorithmic approach to the decision problems

(I) Is m prime?
(II) (a) Is m composite?

(b) If so, what is its prime factorization?

There are several “tests” that pop right out of the results of the last 3
chapters:

(1) Wilson: p prime =⇒ (p− 1)! ≡
(p)
−1.

In fact, the converse holds too for p at least 5. Unfortunately, tak-
ing factorials to determine primeness (or compositeness) is usually
slower than checking all the numbers n ∈ Z∩ [2,

√
p] for a divisor!

(2) Quadratic congruences: p prime =⇒ x ≡
(p)
±1 are the only

solutions to x2 ≡
(p)

1.

So, suppose you can produce x ∈ Z/mZ not ≡
(m)
±1 with x2 ≡

(m)
1:

then m is composite. It turns out that such an x may be furnished by
the failure of the next method to show compositeness (see Example
90).

(3) Little Fermat: p prime =⇒ ap−1 ≡
(p)

1 for every a ∈ Z ∩

[1, p− 1].
That is, if you can find some a ∈ Z∩ [1, m− 1] such that am−1 /≡

(m)

1, then m is composite. But what about showing something is prime?
67
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(4) Converse Fermat: Given a natural number m > 1 such that
am−1 ≡

(m)
1 for every a ∈ Z∩ [1, m− 1]. Then m is prime.

PROOF. Suppose instead that m = n1n2, ni > 1. By hypothesis,
am−1 ≡

(m)
1 (∀a = 1, . . . , m− 1), and so am−1 ≡

(n1)
1 (∀a = 1, . . . , m− 1)

— in particular, nm−1
1 ≡

(n1)
1. But this is absurd, as n1 ≡

(n1)
0. �

In other words, if m is composite then am−1 ≡
(m)

1 at least must fail

for some proper factor a of m (i.e. a|m, a 6= 1, m).
In implementing (3)-(4), we use the version of the fast-powering

algorithm worked out in the exercises:

Algorithm: Given N, g, A ∈N,

1. Set a := g, b := 1.
2. If A = 0, go to Step 6.
3. If A ≡

(2)
1, set b : ≡

(N)
b · a.

4. Set a : ≡
(N)

a2, A := bA
2 c.

5. Go to Step 2.
6. Output b.

PROPOSITION 84. The output is gA (mod N).

PROOF. is by induction on A. The “base case” A = 0 is just that
g0 = 1.

The inductive step depends on whether A is odd or even. First
assume A ≡

(2)
0. Running the algorithm is equivalent to: replacing g

by g2, A by A
2 , and running the algorithm. By the inductive assump-

tion, the output (modulo N) is (g2)
A
2 = gA.

If A ≡
(2)

1, then running the algorithm is equivalent to: replacing g

by g2, A by A−1
2 , running the algorithm, and multiplying the output1

by g. The output, using the inductive assumption, is g · (g2)
A−1

2 =

g · gA−1 = gA (mod N). �

1The initial multiplication in Step 3 may be moved to the end.
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EXAMPLE 85. Is m = 731 prime or composite?
We compute 2m−1, setting a = 2, A = 730, N = 731, b = 1.

• A ≡
(2)

0 −→ a := a2 = 4, A := A
2 = 365.

• A ≡
(2)

1 −→ b := b · a = 4, a := a2 = 16, A := A−1
2 = 182.

• A ≡
(2)

0 −→ a := a2 = 256, A := A
2 = 91.

• A ≡
(2)

1 −→ b := b · a = 4 · 256 = 1024 ≡
(m)

293, a := a2 = 65536 ≡
(m)

65536− b 65536
731 c731 = 65536− 89 · 731 = 477, A = A−1

2 = 45. (The
computation of a demonstrates how to use the division algorithm
with the aid of a computer.)
• A ≡

(2)
1 −→ b := b · a = 293 · 477 = 139761 ≡

(m)
140, a := a2 =

227529 ≡
(m)

188, A := A−1
2 = 22.

• A ≡
(2)

0 −→ a := a2 = 35344 ≡
(m)

256, A := A
2 = 11.

• A ≡
(2)

1 −→ b := b · a = 140 · 256 = 35840 ≡
(m)

21, a := a2 ≡
(m)

477,

A := A−1
2 = 5.

• A ≡
(2)

1 −→ b := b · a = 21 · 477 = 10017 ≡
(m)

514, a := a2 = 188,

A := A−1
2 = 2.

• A ≡
(2)

0 −→ a := a2 ≡ 256, A := A
2 = 1.

• A ≡
(2)

1 −→ b := b · a = 514 · 256 = 131584 ≡
(m)

4, a := a2 ≡
(m)

477,

A := A−1
2 = 0.

• Output b = 4(≡
(m)

2730) /≡
(m)

1 =⇒ m composite.

REMARK 86. In fact, 731 has prime factorization 43 · 17, so φ(731) =
φ(43)φ(17) = 42 · 16 = 25 · 3 · 7. As we saw in Proposition II.B.2, and
shall see again in our discussion of groups, the order of any element
of (Z/731Z)∗ must divide φ(731), and we saw that 2568 ≡

(m)
256; so

256 has order 7 (mod 731), which is consistent with this.

But this method is not always good at detecting composites. There
are composite numbers m for which am−1 ≡

(m)
1 is only false for the

proper factors a|m. Another way of saying this is the following:

(3’) Little Fermat v. 2: p prime =⇒ ap ≡
(p)

a (∀a ∈ Z).
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DEFINITION 87. A Carmichael number is a natural number m >

1 for which “the converse of (3’) fails”: i.e. am ≡
(m)

a (∀a ∈ Z) and m is

composite.2

These are rare (about 2000 of them in the interval that contains
the first 1 billion primes), but there are infinitely many, and we will
want a method that doesn’t essentially fail for some set of composite
numbers.

THEOREM 88 (Korselt, 1899). Let m = ∏ pri
i be composite. (Here the

{pi} are distinct primes dividing m.) Then

m is Carmichael ⇐⇒ all ri = 1 and (pi − 1)|(m− 1).

PROOF OF⇐= ( =⇒ IS AN EXERCISE): Let a ∈ Z. By Little Fer-
mat (v. 2),

api ≡
(pi)

a (∀i) =⇒


api−1 ≡

(pi)
0 if pi|a

api−1 ≡
(pi)

1 if pi - a
(∀i)

all
=⇒

(pi−1)|(m−1)


am−1 ≡

(pi)
0 if pi|a

am−1 ≡
(pi)

1 if pi - a
(∀i)

=⇒ am ≡
(pi)

a (∀i)

=⇒ pi|(am − a) (∀i)

=⇒
all ri=1

m = lcm({pi})|(am − a),

which is to say am ≡
(m)

a. �

Note that all Carmichael numbers are odd, since at least one pi

must be odd, and then pi − 1 (which divides m− 1) is even.

2Their existence might seem to contradict (4); but this is not so, as am ≡
(m)

a need

not imply am−1 ≡
(m)

1 if (a, m) 6= 1.
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EXAMPLE 89. The smallest Carmichael number is m = 561 =

3 · 11 · 17. (To apply Korselt’s theorem, just note that 2 = 3 − 1,
10 = 11− 1, and 16 = 17− 1 all divide 560.)

Traditionally an a ∈ Z for which am /≡
(m)

a is called a Fermat wit-

ness for (the compositeness of) m; obviously Carmichael numbers
are precisely the composites with no Fermat witnesses. One also
says that if am−1 ≡

(m)
1, m is a “probable prime (to the base a)”, and if

m is also composite it is pseudoprime (to the base a). The worst case
scenario, of being pseudoprime to every base coprime to m, is that
of Carmichael numbers.

To see how compositeness criterion (2) enters, consider the fol-
lowing example of a non-Carmichael pseudoprime.

EXAMPLE 90. Is m = 1387 prime or composite?
As in Example 85, we try computing 21386, which mod 1387 gives

1. So m is a probable prime to the base 2. Set x = 2693, so that
x2 = 21386 ≡

(m)
1. If x /≡

(m)
±1, then m is composite; and indeed, one

finds that x is 512.

This approach actually leads us to a test (namely, (5) below) that
misses nothing — no Carmichael-like phenomena. It is based on

THEOREM 91. Let p > 2 be prime, with p− 1 = 2kq, q odd. Given
a ∈ (Z/pZ)∗, we have:

(i) aq ≡
(p)

1; or

(ii) one of aq, a2q, a4q, . . . , a2k−1q is ≡
(p)
−1.

PROOF. Let a2αq be the first number in the sequence

aq, a2q, a4q, . . . , a2kq

which is ≡
(p)

1. If α = 0, then aq ≡
(p)

1 and (i) holds.

If α ≥ 1, set x := a2α−1q; then x2 ≡
(p)

1. By (2), x ≡
(p)
−1. �
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Let m > 2 be odd, and write m− 1 = 2kq (q odd). As an immedi-
ate consequence of Theorem 91, we have:

(5) Miller-Rabin: If ∃a ∈ Z coprime to m with aq /≡
(m)

1 and

a2iq /≡
(m)
−1 (i = 0, 1, . . . , k− 1), then m is composite.

Such an “a” is a Miller-Rabin witness for (the compositeness of)
m. If a is not a Miller-Rabin witness for m, then m is a “strong prob-
able prime (to the base a)”, and if m is also composite then it is a
strong pseudoprime (to the base a).3

EXAMPLE 92. Again let m = 561. Then m − 1 = 560 = 24 · 35.
Use (5) to prove that m is composite (left to you).

The converse of (5) holds as promised, but in fact we have some-
thing even better:

THEOREM 93. If m is composite, then at least 3
4 of the elements a ∈

Z∩ [1, n− 1] are Miller-Rabin witnesses for (or not coprime to) m.

So: if the first ten a’s you try don’t provide a Miller-Rabin wit-
ness, m has a very high probability of being prime. It is conjectured that
m is definitely prime if there are no witnesses in Z∩ [1, 2 log2 m].

PROOF IN THE CASE4 m = p1 · · · · · pr , r ≥ 3: By the Chinese Re-
mainder Theorem,

(Z/mZ)∗
∼=←−
Θ

(Z/p1Z)∗ × · · · × (Z/prZ)∗;

note that Θ is compatible with taking powers.

3written “spsp(a)”
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Write pj − 1 = 2kj qj (qj odd), and let ` := min{k, k1, . . . , kr}. The
set of non-(Miller-Rabin-)witnesses is5

L :=

a ∈ (Z/mZ)∗

∣∣∣∣∣∣∣
a2kq ≡

(m)
1; and for i = 0, 1, . . . , k− 1,

a2i+1q ≡
(m)

1 =⇒ a2iq ≡
(m)
±1

 .

Let a ∈ L. If `′ denotes the smallest power for which a2`
′
q ≡
(m)

1 (we

know `′ ≤ k), then a2`
′−1q ≡

(m)
−1. This gives a2`

′−1q ≡
(pj)
−1 (∀j) =⇒

a2`
′
q ≡

(pj)
1 (∀j) =⇒ 2`

′
divides the “mod pj order” of a, which by

Proposition II.B.2 divides φ(pj) = 2kj qj. Therefore we must have

`′ ≤ k j for each j, and so `′ ≤ `, hence (by definition of `′) a2`q ≡
(m)

1.

Next, we have the inclusions of sets

L ⊆ H :=
{

a ∈ (Z/mZ)∗
∣∣∣∣a2`−1q ≡

(m)
±1
}

⊆ G :=
{

a ∈ (Z/mZ)∗
∣∣∣∣a2`q ≡

(m)
1
}

⊆ (Z/mZ)∗

⊆ {1, . . . , m− 1},

5The set of Miller-Rabin witnesses in (Z/mZ)∗ is

M :=

a ∈ (Z/mZ)∗

∣∣∣∣∣∣∣
aq /≡

(m)
1; and for i = 0, 1, . . . , k− 1,

a2iq /≡ −
(m)

1

 .

The set L is precisely its complement in (Z/mZ)∗: to see this, first suppose that
a ∈ M ∩ L, and derive a contradiction. (If a2kq ≡

(m)
1, then a ∈ L says we have to

have a2k−1q ≡
(m)
±1, while a ∈ M says that the “−1” option is out; then a2k−1q ≡

(m)
1

implies a2k−2q ≡
(m)
±1, and so on, until we reach aq ≡

(m)
±1, which contradicts

a ∈ M.) Then suppose a ∈ (Z/mZ)∗ but a /∈ M, and show a ∈ L (left to you).
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so that it suffices to show |H| ≤ 1
4 |G|. Moreover

G =

{
Θ(a1, . . . , ar)

∣∣∣∣∣a2`q
j ≡

(pj)
1 (∀j)

}

=

{
Θ(a1, . . . , ar)

∣∣∣∣∣a2`−1q
j ≡

(pj)
±1 (∀j)

}
,

since pj is prime.
So under the map (Z/mZ)∗ → (Z/mZ)∗ which takes (2`−1q)th

powers, G is the preimage of of the 2r elements Θ(±1, . . . ,±1). (These
are all hit if you believe my claim that each (Z/pjZ)∗ has a genera-
tor,6 a fact we’ll see in §II.F.) On the other hand, H is the preimage of
the two elements 1 = Θ(1, . . . , 1) and −1 = Θ(−1, . . . ,−1). Assum-
ing the preimages of elements each have the same size (a general
property of “group homomorphisms”, discussed in §II.E), we see
that

|H| ≤ 2
2r |G| =

1
2r−1 |G| ≤

1
4
|G|

since r ≥ 3. �

If the conjecture alluded to above is true, then the Miller-Rabin
test would determine whether m is prime or composite in “polyno-
mial time” — that is, polynomial in log2(m), roughly the number of
binary digits of m. This would put (I) and (II)(a) (see the beginning
of the section) in class

P :=class of decision problems solvable

by a polynomial-time algorithm.

It is actually easy to see that all 3 problems are in

NP :=class of decision problems whose solution

may be verified in polynomial time.

6and 2`−1 is a proper factor of 2kj , so that pj − 1(=order of the generator) doesn’t
divide 2`−1q.
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For (II)(a)-(b), suppose we are told a number m is composite, with
prime factorization pa1

1 · · · p
ar
r . To check this, you multiply, which

proceeds digit by digit, hence in polynomial time. . . but we also need
to check that the pi are prime (so that (I) comes along for the ride too).
Here, it’s understood that you are given a “certificate” for the claim
“the pi are prime”: this would consist of a generator of (Z/piZ)∗,

i.e. an α for which αpi−1 ≡
(pi)

1 but α
pi−1

q /≡
(pi)

1 for any prime q|(pi −

1). (Such an element exists exactly when pi is prime.) This can be
checked using fast-powering in polynomial time, assuming you are
also given a prime factorization for pi− 1, with necessary certificates,
and so on. We conclude that

(I),(II)(a),(II)(b) ∈ NP.

Now, it is still not known whether (II)(b) belongs to P; in fact, it
is hoped that it does not, so that factoring is hard (and public key
cryptography secure!). On the other hand, we have the

(6) AKS primality test, which implies that

(I),(II)(a) ∈ P!!

We state the test as

THEOREM 94 (Agrawal-Kayal-Saxena, 2002). Let r ∈ Z ∩ [2, m)

be such that m has order > (log2 m)2 mod r. Then7

m is prime ⇐⇒


(i) m is not a perfect power,
(ii) m has no prime factor ≤ r, and
(iii) (x + a)m ≡ xm + a mod (m, xr − 1)

for each a ∈ Z∩ [1,
√

r log2 m].

A key point in their paper (which is short, and readable with ba-
sic knowledge of group and ring theory) is that we can take r <⌈
(log2 m)5⌉. This is what gives the polynomial time, since you only

have to check the first r coefficients of (x + a)m − xm − a are zero

7See the exercises for how to check (i) in polynomial time.
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mod m (for each a ∈ Z ∩ [1,
√

r log2 m]); but note that m only sur-
passes (log2 m)5 at m0 = 5, 690, 034. Up to this m0, the algorithm
is just a brute force “check for factors”, making Miller-Rabin much
more suitable for “domestic use”.

One direction (namely, “ =⇒ ”) in the Theorem is easy; in fact,
we will prove a bit more:

PROPOSITION 95. Let a ∈ Z be coprime to m. Then m is prime if and
only if

(20) (x + a)m ≡
(m)

xm + a.

PROOF. If m = p is prime, then ap ≡
(p)

a (Fermat) and(
p
k

)
= p(p−1)···(p−k+1)

k! ≡
(p)

0.

So

(x + a)p = xp +
p−1

∑
k=1

(
p
k

)
xkap−k + ap ≡

(p)
xp + a,

and we’re done.
If m is composite, consider a prime factor q, with ordq(m) = k

(i.e. m = qkw with (q, w) = 1). Then we have

qk -
(

m
q

)
=

m(m− 1) · · · (m− q + 1)
q!

,

and am−q = (aw−1)q ≡
(q)

1 =⇒ (qk, am−q) = 1; so the coefficient of xq

in f (x) = (x + a)m − xm − a is not divisible by qk. Since qk|m, it isn’t
divisible by m, and so neither is f (x). �

Pollard rho method. The methods we have been describing for
showing m is prime or composite don’t find us a factor in general. As
we mentioned, the factoring problem (II)(b) is expected to be harder
(not in P). But there are still some useful algorithms, one of which
(due to J. Pollard in 1975) we now describe.

Let m be a known composite, u0 ∈ Z/mZ, and use f (n) := u2 + c
(c ∈ Z, say c = 1) to recursively generate a sequence by ui+1 :≡

(m)
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f (ui). If the smallest prime factor of m is p, then one expects (to high
probability) at least one of the numbers

ds := (u2s − us, m), s = 1, . . . , 2d√pe

to be distinct from 1 and m, hence yielding a proper factor of m.
Why does one expect this? The idea is that 2d√pe numbers are

likely not to be distinct mod p (this is related to the birthday prob-
lem), but distinct mod m. Hence some ui − uj should be divisible by
p but not by m, and then p|(ui− uj, m) 6= m. Moreover, ui ≡

(p)
uj =⇒

ui+1 = f (ui) ≡
(p)

f (uj) = uj+1 =⇒ {ui} periodic mod p with period

r = i− j (after some point). This is why we only need to check dif-
ferences of the form u2s − us. The name of the method comes from
the similarity of the shape in the figure (which depicts the {ui}mod
p) to the Greek letter ρ:

i−1

u

u

u

u

u.
.
. .

.

.

0

1

j

j+1

EXAMPLE 96. Let m = 1729 (which is a Carmichael number),
f (u) = u2 + 1, and u0 = 1. Working mod m, we get

ui = 1, 2, 5, 26, 677, 145, 278.

We have u2 − u1 = 3 =⇒ d1 = 1, but then

u4 − u2 = 672 =⇒ d2 = 7.

So m = 7 · 247 = 7 · 13 · 17.

Exercises
(1) Let m = 11111. Show that 2m−1 ≡

(m)
10536. Deduce that m is

composite.
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(2) Prove that 1729 = 7 · 13 · 19 and 10585 = 5 · 29 · 73 are Carmichael
numbers.

(3) So, Wilson’s theorem said that if m is prime, then (m− 1)! ≡
(m)
−1.

Check that the converse holds: i.e. that if m is composite then
the congruence fails. (Of course, this is terribly inefficient as a
primality test.)

(4) Apply the Miller-Rabin test to 2773. Is it composite or “likely
prime”?

(5) 8051 is composite. Factor it using Pollard’s ρ method.
(6) Devise a test that will decide in polynomial time whether a given

n ∈ N is a perfect power, i.e., of the form ab (where a, b ∈ N).
(You will recall that “polynomial” essentially means bounded by
a constant times a power of log(n).)

(7) Let X be a large positive integer. Suppose that m ≤ X/2, and that
0 ≤ a < m, 0 ≤ b < m. Explain why the number c determined by
the following algorithm satisfies 0 ≤ c < m, and c ≡

(m)
ab. Verify

that in executing the algorithm, all numbers encountered lie in
the interval [0, X).
1. Set k = b, c = 0, g =

⌊X
m

⌋
.

2. As long as a > 0, perform the following operations:

(a) Set r = a− g
⌊

a
g

⌋
.

(b) Choose s so that s ≡
(m)

kr and 0 ≤ s < m.

(c) Replace c by c + s.

(d) If c ≥ m, replace c by c−m.

(e) Replace k by gk−m
⌊

gk
m

⌋
.

(f) Replace a by a−r
g .



CHAPTER 9

Groups, rings, and fields

As suggested by the proof of Theorem II.D.10 and the discussion
of “certificates for primeness” in the last section, it will be helpful
to know a bit about these three basic structures in abstract algebra.
In fact, it will turn out that we already have several examples, and
that these structures give an efficient framework for thinking about
them.

DEFINITION 97. A group is a set G with a binary operation, which
is to say a mapping

• : G× G → G,

such that:
(i) (x • y) • z = x • (y • z) (∀x, y, z ∈ G) [associativity]
(ii) G has an element “1” with 1 • x = x = x • 1 (∀x ∈ G)
(iii) for each x ∈ G, ∃“x−1”∈ G with x−1 • x = 1 = x • x−1

If you omit (iii) (existence of inverses), then G is a monoid.

We write |G| for the number of elements, called the order of G,
and call G abelian (or commutative) if x • y = y • x (∀x, y ∈ G). In
the latter case, one sometimes writes “+” and “0” instead of “•” and
“1”.1

Abelian examples: Infinite order:

• (Z,+), the infinite cyclic group, generated by 1. (This means
that repeatedly adding 1 and its inverse −1 gives all the ele-
ments in the group.)
• (Q∗, · ) (where Q∗ := Q \ {0} ).

1In the sequel, “•” will be usually be addition (“+”) or multiplication (“·”). Some-
times a · b will just be written ab.

79



80 9. GROUPS, RINGS, AND FIELDS

Finite order:

• (Z/mZ,+) the finite cyclic group of order m, generated by
1.
• ((Z/mZ)∗, · ), which has order φ(m).

Nonabelian examples: Infinite order:

• (SL2(Z), matrix mult.), the group of 2× 2 matrices with in-
teger entries and determinant 1.

To see the noncommutativity, consider the products(
a

b

)(
1

1

)
=

(
a

b

)
6=
(

b
a

)
=

(
1

1

)(
a

b

)
.

Finite order:

• (Sn, ◦), the symmetric group of permutations of {1, . . . , n}
with composition of permutations “◦” as its binary opera-
tion; this has order n!
• (Dn, ◦), the dihedral group of rotational and reflectional sym-

metries of a regular n-gon; it has order 2n.

Further examples may be constructed by taking direct products:
given groups G1 and G2, G1×G2 is the group with elements (g1, g2),
identity (1, 1), and product (g1, g2) • (g′1, g′2) = (g1g′1, g2g′2).

Basic properties: in a group G,

• the cancellation laws hold: xa = xb or ax = bx =⇒ a = b;
hence
• inverses are unique, and (x−1)−1 = x;
• (ab)−1 = b−1a−1;
• (an)m = anm, anam = an+m (where an := a • · · · • a︸ ︷︷ ︸

n times

);

• if ab = ba, then (ab)n = anbn.

DEFINITION 98. A subgroup of G is a subset H ⊆ G satisfying:
(i) 1 ∈ H;
(ii) x, y ∈ H =⇒ xy ∈ H; and
(iii) x ∈ H =⇒ x−1 ∈ H.
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Subgroups are, of course, groups; we write H ≤ G. The cyclic sub-
group generated by g ∈ G is

〈g〉 := {gn | n ∈ Z} ≤ G.

Define the order of g by

ord(g) := |〈g〉|.

PROPOSITION 99. If ord(g) is finite, it is the smallest power k ∈ N

for which gk = 1. (Otherwise, gk 6= 1 for every k ∈N.)

PROOF. Assume k = ord(g) < ∞. Then 1, g, g2, . . . , gk−1 is a
complete list of the elements of 〈g〉. If gj = gi for distinct i, j ∈
{0, 1, . . . , k− 1}, then g|j−i| = 1 contradicting minimality of k. �

Examples of subgroups:

• in any group, the “trivial” subgroup {1};
• in (Z,+), 〈2〉 = 2Z;
• in (C∗, · ), 〈e 2πi

n 〉 is a cyclic group (of order n);
• all finite groups “appear” as subgroups in some Sn (idea:

the group permutes its own elements);
• intersections of subgroups are subgroups.

THEOREM 100 (Langrange). Given H ≤ G with |G| < ∞, |H|
divides |G|.

LEMMA 101. Distinct cosets gH := {gh | h ∈ H} ⊆ G of H are
disjoint, and have the same number of elements.

PROOF. First observe that

a ∈ bH ⇐⇒ b−1a ∈ H (and a−1b ∈ H)

⇐⇒ b−1aH ⊂ H and a−1bH ⊂ H

⇐⇒ aH ⊂ bH and bH ⊂ aH

⇐⇒ aH = bH.

Suppose aH 6= bH. Given α ∈ aH, αH = aH 6= bH =⇒ α /∈ bH. So
aH ∩ bH = ∅.
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Finally, the map H → aH sending a 7→ ah is a bijection, by the
cancellation law. �

PROOF OF LANGRANGE’S THEOREM. By the Lemma, G = a1Hq
· · · q arH (disjoint union), and each |aiH| = |H|. �

Easy consequences of Lagrange:

• ord(g) | |G| for any g ∈ G (in particular, g|G| = 1); hence
• immediate proof of Fermat/Euler by taking G = (Z/mZ)∗;

and
• any group of prime order is cyclic (why?).

For another consequence, related to §II.D, we need the important

DEFINITION 102. (i) A (group) homomorphism is a map of groups

ϕ : G → H

respecting the binary operation:

(21) ϕ(xy) = ϕ(x)ϕ(y) (∀x, y ∈ G).

Note that (21) =⇒ ϕ(1) = 1 and ϕ(x−1) = ϕ(x)−1. (Why?)
(ii) If a homomorphism ϕ is 1-to-1 and onto, it is called an iso-

morphism and the groups are said to be isomorphic, i.e. “the same”2

from the standpoint of group structure; we write G ∼= H.
(iii) The kernel and image of ϕ are

ker(ϕ) := {g ∈ G |ϕ(g) = 1} ⊂ G

im(ϕ) := {ϕ(g) |g ∈ G} ⊂ H.

Note that if ϕ is an isomorphism, ker(ϕ) = {1} and im(ϕ) = H.

PROPOSITION 103. (i) ker(ϕ) ≤ G and (ii) im(ϕ) ≤ H.

PROOF OF (I). ϕ(g) = 1 = ϕ(g′) =⇒ ϕ(gg′) = ϕ(g)ϕ(g′) =

1 · 1 = 1. �

2e.g. same order, same order of elements, etc.
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Given k ∈ ker(ϕ), ϕ(gk) = ϕ(g)ϕ(k) = ϕ(g) · 1 = ϕ(g), so the
cosets of ker(ϕ) are the preimages ϕ−1(h) of h ∈ im(ϕ). Together
with Lemma 101, this gives the

COROLLARY 104. Given a homomorphism ϕ : G → H, the preimages
ϕ−1(h) of h ∈ im(ϕ) all have the same number of elements.

In §II.F, we will delve into the structure of the group (Z/mZ)∗.
In the remainder of this section, we shall briefly explicate another
basic structure:

DEFINITION 105. A ring is a set R together with two binary op-
erations (+, · ) and two distinguished elements 0, 1 ∈ R, satisfying:

(i) (R,+, 0) is an abelian group;
(ii) (R, ·, 1) is a monoid;
(iii) distributivity: r · (s1 + s2) = r · s1 + r · s2, (r1 + r2) · s =

r1 · s + r2 · s ( =⇒ 0 · r = 0)
In the same way as in Definitions 98 and 102, one may define sub-
rings, direct products, homomorphisms (respecting both “+” and
“·”), and isomorphisms of rings.

Examples:

• M2(Z), the ring of 2× 2 matrices with integer entries. (Here
“·” is not commutative. Usually we’ll only work with com-
mutative rings.)
• Z, Q, R, C, Z/mZ

• Z[
√

d] = {a + b
√

d | a, b ∈ Z} (d ∈ Z squarefree)
• Z[x] = polynomials with integer coefficients3

Inside any ring R, the set of units (elements with multiplicative in-
verses) forms a group under multiplication, denoted R∗.

Examples:

• (Z/mZ)∗

• Z∗ = {1,−1}
3More generally, given any commutative ring R, we can consider the ring R[x] of
polynomials with coefficients in R.
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• M2(Z)∗ = 2× 2 matrices with determinant ±1.

Consider Z/6Z: we have 2 · 3 ≡
(6)

0, making it impossible for 2 or 3

(or 4) to have inverses. Indeed, the units are just (Z/6Z)∗ = {1,−1}.
Here is a particularly nice type of ring:

DEFINITION 106. A field is a commutative ring with R∗ = R\{0},
i.e. all nonzero elements are units.

Examples:

• Q, R, C (but not Z)
• Q[

√
d] = {p + q

√
d | p, q ∈ Q} (Why?)

THEOREM 107. Z/mZ is a field ⇐⇒ m is a prime.

PROOF. ( =⇒ ) If m = n1n2 (both ni > 1), then n1 · n2 ≡
(m)

0 =⇒

n1, n2 not invertible.
(⇐=) If m = p is a prime, then any nonzero residue class n is

prime to p. So we have x, y ∈ Z such that nx + py = 1, and thus
nx ≡

(p)
1. �

One last thing to notice is that the Chinese Remainder Theorem is
really a statement about an isomorphism of rings: if (m, n) = 1 then

Z/mnZ
∼=−→ Z/mZ×Z/nZ.

The group isomorphism

(Z/mnZ)∗
∼=−→ (Z/mZ)∗ × (Z/nZ)∗

follows by taking unit groups on both sides.

Exercises
(1) Let d be a nonzero integer. Show that the ring Q[

√
d] := {q1 +

q2
√

d | q1, q2 ∈ Q} is in fact a field.
(2) Show that there are essentially (i.e. up to isomorphism) only two

groups of order 4. [Hint: start by considering what are the possi-
ble orders of elements, keeping in mind only the identity “1” has
order 1.]
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(3) Which of the following groups are isomorphic: (Z/4Z)× (Z/6Z),
(Z/12Z)× (Z/2Z), Z/24Z, S4?





CHAPTER 10

Primitive roots

Let p be a prime. By Theorem II.E.11, Z/pZ =: Fp is a (finite)
field, and (F∗p, · ) an abelian group of order p− 1. Of what kind? To
determine this, we begin by considering the polynomial ring

Fp[x] := {a0 + a1x + · · ·+ anxn︸ ︷︷ ︸
elements “ f ” or “ f (x)”

| n ∈ Z≥0, ai ∈ Fp}.

The degree of a polynomial f ∈ Fp[x]\{0} is the largest n for which
an 6= 0 (in Fp; i.e. an /≡

(p)
0). We have deg( f g) = deg( f ) + deg(g).

Division algorithm for Fp[x]: Given f , g ∈ Fp[x], polynomial
long division yields q, r ∈ Fp[x] such that

f = gq + r in Fp[x]

and
deg(r) < deg(g) or r = 0.

(Here and in what follows, coefficients are considered modulo p;
since we are working in Fp[x] and Fp “=” will mean “≡

(p)
”.) We write

g | f ⇐⇒ gq = f in Fp[x], for some q ∈ Fp[x].

THEOREM 108. Let f ∈ Fp[x] and a ∈ Fp. Then f (a) = 0 =⇒
(x− a) | f (x).

PROOF. By the division algorithm, f = (x− a)q+ r where deg(r) =
0 or r = 0, i.e. r ∈ Fp. So

0 = f (a) = (a− a)q(a) + r = r.

�
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COROLLARY 109. Let F ∈ Z[x] be a polynomial, and Fp ∈ Fp[x] its
“reduction modulo p”. Assume Fp 6= 0 of degree np. Then the congruence
F(x) ≡

(p)
0 has at most np distinct solutions in Fp.

PROOF. Let a1, . . . , an ∈ Fp be distinct solutions. Then in Fp[x],
(x − a1) | Fp =⇒ Fp,1 := Fp

(x−a) ∈ Fp[x] has a2, . . . , an as roots, so
(x− a2) | Fp,1 and so on. So we get

Fp = g ·
n

∏
i=1

(x− ai)

and hence np ≥ n. �

EXAMPLE 110. (i) 3x4 + x2 − 1 ≡
(3)

0 can have at most 2 distinct

solutions (mod 3), because (writing F(x) = 3x4 + x2 − 1) we have
F3 = x2 − 1. The two solutions are ±1.

(ii) xp − x− 1 ≡
(p)

0 has no solutions (mod p) by little Fermat.

COROLLARY 111. Let f ∈ Fp[x] be of degree n. Then f (x) = 0 has n
solutions in Fp ⇐⇒ f | (xp − x) in Fp[x].

PROOF. By Theorem 108 and little Fermat, xp − x = ∏
p−1
k=0 (x− k)

(in Fp[x]); and by Theorem 108, f (of degree n) has n roots iff f (x) =
a ∏n

`=1(x− k`), with a ∈ F∗p and k1, . . . , kn ∈ Fp distinct. �

COROLLARY 112. If d | p− 1, then xd ≡
(p)

1 has d solutions.

PROOF. Writing p − 1 = de, (y − 1)(1 + y + y2 + · · · + ye−1) =

ye − 1 =⇒ xp − x = x(xde − 1) = x(xd − 1)(1 + xd + x2d + · · · +
x(e−1)d). Apply Corollary 111. �

This is the extent to which we shall need to use polynomial rings
for now. Turning to groups, we summarize the basic rules governing
orders of elements. Let g ∈ G have order n. (Recall that this is the
smallest power of g that gives 1.)

(i). n | |G| (by Lagrange).
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(ii). gk = 1 ⇐⇒ n | k.
[Write k = qn + r with 0 ≤ r < n, then 1 = (gn)qgr = gr ⇐⇒

r = 0.]

(iii). ord(ga) = n
(n,a) ,

which gives the orders of all elements of 〈g〉. [By (ii), 1 = (ga)m

⇐⇒ n | am ⇐⇒ n
(n,a) |

a
(n,a)m ⇐⇒ n

(n,a) | m.]

(iv). If h has order m coprime to n, and hg = gh, then ord(gh) =
mn.

[(gh)mn = (gn)m(hm)n = 1; and 1 = (gh)a = gaha =⇒ ga = h−a

=⇒ gam = (hm)−a = 1 =⇒ n | am =⇒ n | a. Similarly m | a so
mn | a. Done by (ii).]

Recall that (by (i)) in the group (Z/mZ)∗, orders of elements di-
vide φ(m).

DEFINITION 113. A primitve root modulo m is a residue class
g ∈ (Z/mZ)∗ with ord(g) = φ(m).

The following is immediately clear:

PROPOSITION 114. If a primitive root mod m exists, then (Z/mZ)∗

is a cyclic group of order φ(m); more precisely, we have an isomorphism

(Z/φ(m)Z,+)
∼=−→ ((Z/mZ)∗, · ).

a 7−→ ga

EXAMPLE 115. (a) In (Z/7Z)∗ = {1, 2, 3, 4, 5, 6}, 23 ≡
(7)

1 and so 2

is not a primitive root. Try 3 next: modulo 7, we have

3 ·3→ 2 ·3→ 6 ·3→ 4 ·3→ 5 ·3→ 1,

and thus 3 is a primitive root. Since a primitive root mod 7 exists, we
have (Z/7Z)∗ ∼= Z/6Z.

(b) In (Z/8Z)∗{1, 3, 5, 7}, we have 3 · 3 ≡
(8)

1, 5 · 5 ≡
(8)

1, 7 · 7 ≡
(8)

1

=⇒ no primitive roots mod 8. We have (Z/8Z)∗ ∼= Z/2Z×Z/2Z,
the “Klein 4-group”.
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It turns out that

primitive roots mod m exist for m = 2, 4, pr, 2pr

where p is any odd prime and α ≥ 1. We will prove the odd prime
case now.1 (Let p be an odd prime.)

LEMMA 116. Given a prime power divisor qr | p− 1, there are qr −
qr−1 elements of F∗p with order qr.

PROOF. By Corollary 112, xqr
= 1 [resp. xqr−1

= 1] has qr [resp.
qr−1] solutions in F∗p. The divisors of qr are qr and divisors of qr−1,
so by (ii) we are done. �

THEOREM 117. There are φ(p− 1) primitive roots mod p. In partic-
ular, F∗p is cyclic.

PROOF. Write p − 1 = ∏ qri
i , with qi distinct primes. By the

Lemma, we have (for each i) elements gi ∈ F∗p of order qri
i , hence by

(iv) g := ∏ gri
i has order ∏ qri

i = p− 1. So F∗p = {1, g, g2, . . . , gp−2},
and gk has order p− 1 ⇐⇒

(iii)
(p− 1, k) = 1. �

REMARK 118. We can use Theorem 117 to aid in the construction
of large primes. Set M := ∏ pi + 1, for pi small distinct primes. If
Miller-Rabin shows M is a very likely prime, then prove M is prime
by exhibiting an element of order M − 1:2 pick small g ≥ 2, and

show g
M−1

pi /≡
(M)

1 for each i.

According to a conjecture of E. Artin, g = 2 should generate F∗p
for infinitely many p, but this is still an open (and very difficult)
problem.

Exercises
(1) Prove that if m is a Carmichael number, then it is of the form

p1 · · · · · pk, where pi are distinct primes with pi − 1|m− 1. You

1The cases m = 2, 4 are trivial, and we will do pr for r > 1 in the next section. For
2pr, see [NZM] §2.8.
2As mentioned above, there are a few types of composite M for which
(Z/MZ)∗has a primitive root, but in that case the order is φ(M) < M− 1.
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may use that m is odd. [Hint: a priori, m = ∏ pri
i for some odd

primes pi. Use the Chinese remainder theorem together with a
result on primitive roots.]

(2) Look back at problem (3) from the previous Chapter. What about
Z∗35?

(3) Use Corollary 111 to solve 2x3 + 5x2 + 6x + 1 ≡
(7)

0.

(4) Show that 38 ≡
(17)
−1, and explain why this implies that 3 is a

primitive root mod 17.
(5) Without finding them, how many solutions (if any) does x20 ≡

(17)
13 have?





CHAPTER 11

Prime power moduli and power residues

In §II.C, we used the Chinese Remainder Theorem to reduce con-
gruences modulo m = ∏ pri

i to congruences modulo pri
i . For exam-

ples and problems, we stuck with ri = 1 because we had no tech-
niques to reduce from “mod pri

i ” to “mod pi”. We now discuss one
approach to this.1

Let p be a prime, f ∈ Z[x] a polynomial.

THEOREM 119 (Hensel’s Lemma). Let α ∈ Z/pjZ be a solution of
f (x) ≡

(pj)
0, with f ′(α) /≡

(p)
0. Then there exists a unique solution α̃ ∈

Z/pj+1Z of f (x) ≡
(pj+1)

0, with α̃ ≡
(pj)

α. We say that α̃ “lifts” α.

PROOF. Let a be an integer reducing to α mod pj, so that f (a) ≡
(pj)

0. Writing n = deg( f ), consider the “Taylor” expansion

f (a + tpj) = f (a) + tpj f ′(a) + t2p2j f ′′(a)
2!

+ · · ·+ tn pnj f (n)(a)
n!

,

where the f (k)(a)
k! are integers. (Why?2) Reducing mod pj+1, we have

f (a + tpj) ≡
(pj+1)

f (a) + tpj f ′(a);

and so t solves f (a + tpj) ≡
(pj+1)

0

⇐⇒ t solves tpj f ′(a) ≡
(pj+1)

− f (a)

⇐⇒
( f (a) ≡

(pj)
0)

t solves t f ′(a) ≡
(p)
− f (a)

pj

1If you want to know more, see [NZM] §2.6.
2Hint: the (m

k ) =
m(m−1)···(m−k+1)

k! are integers for each m ≥ k.
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⇐⇒
( f ′(a) /≡

(p)
0)

t ≡
(p)
− f (a)

pj f ′(a)
.

This uniquely specifies the congruence class α̃ of a+ tpj modulo pj+1.
�

EXAMPLE 120. (p 6= 2) Let m ∈ {1, 2, . . . , p − 1}. When does
x2 ≡

(pn)
m have a solution? That is, when does m have a “square root”

in Z/pnZ?
Clearly x2 ≡

(pn)
m =⇒ x2 ≡

(p)
m, so m must be a square mod

p (which is true for half of {1, 2, . . . , p − 1}). Suppose this is true:
m ≡

(p)
a2

1, i.e. f (a1) := a2
1−m ≡

(p)
0. Then we have the base case for the

following induction: if f (x) ≡
(pj)

0 has a solution aj (lifting a1), then

f ′(aj) = 2aj /≡
(p)

0 (since aj ≡
(p)

a1 /≡
(p)

0, and 2 /≡
(p)

0),

so Hensel implies the existence of an aj+1 (lifting aj hence a1) such
that f (aj+1) ≡

(pj+1)
0. Conclude that

√
m exists in Z/pnZ ⇐⇒

√
m exists in Z/pZ.

For instance, if m = 2 and p = 7, a2
1 ≡
(7)

2 =⇒ a1 = 3 or 4, say 3.

Now to construct a square root mod 72 we set

2 ≡
(72)

(3 + 7t1︸ ︷︷ ︸
=:a2

)2 ≡
(72)

9 + 42t1 =⇒ 42t1 ≡
(72)
−7

=⇒ 6t1 ≡
(7)
−1 =⇒ t1 = 1

=⇒ a2 = 10



11. PRIME POWER MODULI AND POWER RESIDUES 95

then to lift mod 73

2 ≡
(73)

(10 + 72t2︸ ︷︷ ︸
=:a3

)2 ≡
(73)

100 + 294t2 =⇒ 294t2 ≡
(73)
−98

=⇒ 6t2 ≡
(7)
−2 =⇒ t2 = 2

=⇒ a3 = 108

and so on.

So you see that in this case a congruence problem for pn got re-
duced to one mod p.

We now use Hensel’s Lemma to deal with primitive roots. Here
p will be an odd prime.

Step 1 (mod p2): Let3 g be a primitive root mod p, and t ∈ Z/pZ.
Then (g + tp, p) = (g, p) = 1 =⇒ (g + tp, p2) = 1 =⇒ g +

tp belongs to (Z/p2Z)∗. Denote its order by h, and note that h |
|(Z/p2Z)∗| = φ(p2) = p(p − 1). Moreover, (g + tp)h ≡

(p2)
1 =⇒

gh ≡
(p)

(g + tp)h ≡
(p)

1, which by Fermat (and the fact that g gener-

ates (Z/pZ)∗) gives (p − 1) | h. So h = p − 1 or p(p − 1). Now
set f (x) := xp−1 − 1, α = g, and note f ′(g) = (p − 1)gp−2 /≡

(p)
0.

By Hensel’s Lemma, there is a unique solution of f (x) ≡
(p2)

0, i.e.

a unique choice of t so that h = p − 1. So for other choices, h =

p(p− 1) and g + tp is a primitive root mod p2.

Step 2 (mod pr>2): Let g be a primitive root mod p2; denote the
order of g mod pr by hr, which must satisfy hr | φ(pr) = pr−1(p− 1)
by Lagrange. Moreover, ghr ≡

(pr)
1 =⇒ ghr ≡

(p2)
1 =⇒ p(p −

1) | hr (since g is primitive mod p2) =⇒ hr = pβ(p − 1) with
β ∈ {1, . . . , r− 1}. We claim that β = r− 1, i.e. gpr−2(p−1) /≡

(pr)
1 (for

each r ≥ 2).

3More precisely: g is some integer whose congruence class mod p generates
(Z/pZ)∗. Same thing at the beginning of Step 2 (with p2 replacing p).
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Since we know this for r = 2, assume it inductively for 2, . . . , r
and prove for “r + 1”. That is, by assumption, gpr−2(p−1) is ≡

(pr−1)
1

but /≡
(pr)

1, so that we may write

gpr−2(p−1) = 1 + tpr−1, p - t.

Taking pth powers gives

gpr−1(p−1) = (1+ tpr−1)p = 1+
(

p
1

)
tpr−1 +

{(
p
2

)
t2p2(r−1) + · · ·

}
,

and since for k ≥ 2 pr+1 | (p
k)pk(r−1) the bracketed terms die mod

pr+1, leaving us with

gpr−1(p−1) ≡
(pr+1)

1 + tpr /≡
(pr+1)

1.

This proves the existence part of

THEOREM 121. There exist pr−2(p− 1)φ(p− 1) primitive roots mod
pr (p any odd prime, r ≥ 1). In particular, (Z/prZ)∗ is cyclic.

PROOF. Existence of a single primitive root (done above) proves
cyclicity, i.e. that ((Z/prZ)∗, · ) ∼= (Z/φ(pr)Z,+). Recalling that
the order of m in (Z/nZ,+) is n

(n,m)
, so that m is a generator iff

(m, n) = 1, we see that there are

φ(φ(pr)) = φ(pr−1(p− 1)) = φ(pr−1)φ(p− 1) = pr−2(p− 1)φ(p− 1)

generators. �

Power Residues. Let p, as above, be an odd prime.

DEFINITION 122. An nth power residue mod p is any a ∈ (Z/pZ)∗

that can be written as an nth power mod p. (For n = 2, this is called
a quadratic residue; if n = 3 a cubic residue, and so on.)

THEOREM 123. a ∈ (Z/pZ)∗ is an nth power residue ⇐⇒ a
p−1

(n,p−1) ≡
(p)

1. (In this case, xn ≡
(p)

a has (n, p− 1) solutions.)
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PROOF. Use the isomorphism

((Z/pZ)∗, · )
∼=−→ (Z/(p− 1)Z,+) ,

m 7−→ gm

where g is a generator of (Z/pZ)∗. We have a = gm for some m, so

a ≡
(p)

xn for some x( = gy, say) ⇐⇒ m ≡
(p−1)

ny for some y ∈ Z/(p− 1)Z

⇐⇒ (n, p− 1) | m (by Theorem II.B.5(i))

⇐⇒ (p− 1) | m · p−1
(n,p−1)

⇐⇒ a
p−1

(n,p−1) (= gm· p−1
(n,p−1) ) ≡

(p)
1.

The number of solutions comes directly from Theorem II.B.5(ii). �

Since (p− 1, 2) = 2, we have the

COROLLARY 124 (Euler’s criterion). a ∈ (Z/pZ)∗ is a quadratic
residue ⇐⇒ a

p−1
2 ≡

(p)
1.4

We will use this in our discussion of quadratic reciprocity.
By Theorem 123, every nth power residue, i.e. each element in the

image of

(Z/pZ)∗
(·)n

−→ (Z/pZ)∗

has preimage consisting of (n, p− 1) elements. So the map is (n, p−
1) : 1, and the image contains p−1

(n,p−1) elements.

COROLLARY 125. Exactly p−1
(n,p−1) elements of (Z/pZ)∗ are nth power

residues.

EXAMPLE 126. (Z/7Z)∗ has

• 3 = 6
(2,6) quadratic residues: 1, 2, and 4. (By Euler, these

must cube to 1.)
• 2 = 6

(3,6) cubic residues: 1 and 6. (By Theorem 123, these
must square to 1.)

4The only other possibility is to have a
p−1

2 ≡
(p)
−1.
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• 3 = 6
(4,6) quartic residues: same as quadratic.

• 6 = 6
(5,6) quintic residues: everything.

Quadratic reciprocity. We conclude our discussion of congru-
ences with a famous and powerful result of Gauss that aids in de-
termining when one prime is a quadratic residue modulo another.
Write QR for “quadratic residue” and NR for “quadratic non-residue”.

Recall that for an odd prime p, and integer a coprime to p, we
have Euler’s criterion (Corollary 124):

a is a QR mod p ⇐⇒ a
p−1

2 ≡
(p)

1.

Notice that in fact

(22) (Z/pZ)∗
( · )

p−1
2

−→ {+1,−1} ∼= Z/2Z

is a group homomorphism, which implies the

COROLLARY 127. QR× QR = QR, QR× NR = NR, and NR×
NR = QR.

You’ll also recall that x2 ≡
(p)
−1 is solvable if and only if p ≡

(4)
1

(for p an odd prime; cf. Cor. II.B.9). We get a very quick re-proof of
that result by Euler’s criterion:

COROLLARY 128. −1 is a QR mod p ⇐⇒ p ≡
(4)

1 ( ⇐⇒
Thm. II.B.10

p splits

in Q(
√
−1)).

PROOF. p−1
2 is even iff p ≡

(4)
1. Apply Euler. �

DEFINITION 129. For p an odd prime, the Legendre symbol is

(
a
p

)
:=


0 if p | a,
1 if a is a QR mod p,
−1 if a is a NR mod p.

Some easy properties of the symbol are:

•
(

ab
p

)
=
(

a
p

) (
b
p

)
[by Cor. 127]
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•
(

a+pk
p

)
=
(

a
p

)
•
(

a2

p

)
= 1 if (p, a) = 1.

EXAMPLE 130.
( 6

101

)
=
(

32·6
101

)
=
(

54
101

)
=
(

54+2·101
101

)
=
(256

101

)
=(

(16)2

101

)
= 1.

LEMMA 131 (Gauss). Let p be an odd prime, (a, p) = 1. Consider
the set S := {a, 2a, 3a, . . . , p−1

2 a}, and reduce it modulo p to a subset
S̄ of {−p+1

2 , . . . ,−1, 0, 1, . . . , p−1
2 }. Denote by ν the number of negative

integers in this subset; then (
a
p

)
= (−1)ν.

PROOF. Since there is no pair of elements of S with sum divisible
by p, no pair of the form {b,−b} can belong to S̄ . As S (hence S̄)
consists of p−1

2 distinct elements, S̄ contains either 1 or −1, either 2
or −2, and so on up to ± p−1

2 . Accordingly, write

S̄ = {ε1 · 1, ε2 · 2, . . . , ε p−1
2
· p−1

2 }

where each εi is +1 or −1.
Multiplying all the elements of S together, and using the fact that

“S ≡
(p)
S̄”, we have

(1a)(2a) · · · ( p−1
2 a) ≡

(p)
(ε1 · 1)(ε2 · 2) · · · (ε p−1

2

p−1
2 )

which after cancellations becomes

a
p−1

2 ≡
(p)

ε1ε2 · · · ε p−1
2

= (−1)ν,

which by Euler’s criterion is
(

a
p

)
. �

EXAMPLE 132 (p = 11, a = 3). S = {3, 6, 9, 12, 15}, and S̄ =

{3,−5,−2, 1, 4} has two negative numbers; so
( 3

11

)
= (−1)2 = 1

and 3 is a QR mod 11 (indeed 3 ≡
(11)

52).
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LEMMA 133. Let p be an odd prime, a > 0 with (a, p) = 1. Then
(

a
p

)
depends only on p modulo 4a: for prime q ≡

(4a)
±p,

(
a
p

)
=
(

a
q

)
.

We will defer the proof to after that of the following main

THEOREM 134 (Quadratic Reciprocity Law). Let p and q be distinct
odd primes. Then (

p
q

)(
q
p

)
= (−1)

p−1
2

q−1
2 .

More concretely, this result (which we’ll abbreviate QRL) says
that

•
(

p
q

)
=
(

q
p

)
if p ≡

(4)
1 or q ≡

(4)
1

and

•
(

p
q

)
= −

(
q
p

)
if p ≡

(4)
3 ≡

(4)
q.

PROOF OF QRL. Consider first the case p ≡
(4)

q. We may assume

p > q, so that p = q + 4a, a > 0. Then(
p
q

)
=

(
q + 4a

q

)
=

(
4a
q

)
=

(
22

q

)(
a
q

)
=

(
a
q

)
,

while(
q
p

)
=

(
p− 4a

p

)
=

(
−4a

p

)
=

(
−1
p

)(
22

p

)(
a
p

)
= (−1)

p−1
2

(
a
p

)
which by Lemma 133 is (−1)

p−1
2

(
a
q

)
. So the result follows in this

case.
Now suppose p /≡

(4)
q. Then p ≡

(4)
−q, and so p = −q + 4a, a > 0,

and(
p
q

)
=

(
−q + 4a

q

)
=

(
a
q

)
=

(
a
p

)
=

(
−p + 4a

p

)
=

(
q
p

)
where we used Lemma 133 in the middle equality. �
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REMARK 135. How to deal with the prime 2? One has the follow-
ing complement to the QRL:5

(
2
p

)
= (−1)

p2−1
2 =


+1 if p ≡

(8)
±1

−1 if p ≡
(8)
±3.

EXAMPLE 136. Since 5 ≡
(4)

1, QRL =⇒
( 5

103

)
=
(

103
5

)
=
(3

5

)
=

−1. So x2 ≡
(103)

5 has no solutions.6

Similarly, since 101 ≡
(4)

1, QRL =⇒
(

101
613

)
=
(

613
101

)
=
( 7

101

)
=(

101
7

)
=
(3

7

)
= −1.

We now turn to the

PROOF OF LEMMA 133. As above write S = {a, 2a, . . . , p−1
2 a}.

Put
I =

( p
2 , p
)
∪
(3

2 p, 2p
)
∪ · · · ∪

(
(b− 1

2)p, bp
)

where b = b a
2c. I claim that every element of S which is ≡

(p)
to something

in
(
− p

2 , 0
)
, lies in I.

First consider the case b = a
2 . We have bp = a

2 p > p−1
2 a, so

the Claim is OK here. The other case is where b = a−1
2 : from bp +

p
2 = a−1

2 p + p
2 = pa

2 > p−1
2 a, it follows that

(
(b− 1

2)p, bp
)

is the last

interval that could contain an element of S that reduces to
(
− p

2 , 0
)
.

Claim is proved.
With ν as in Lemma 131 and its proof, we have

(
a
p

)
= (−1)ν

which by our Claim = (−1)|S∩I|. Now writing 1
aS = {1, 2, 3, . . . , p−1

2 }
and

1
a

I =
( p

2a , p
a
)
∪
(

3p
2a , 2p

a

)
∪ · · · ∪

(
2b−1

2a p, bp
a

)
⊂
(
0, p

2

)
,

we find
|S ∩ I| = |1aS ∩

1
a I| = |Z∩ 1

a I|.
5A proof may be found in [NZM] §3.3.
6Or, if you prefer not to use QRL, you can just compute 551 mod 103. Good luck
with that.
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By the division algorithm, we can write p = 4ac + r, and note that

J :=
( r

2a , r
a
)
∪
( 3r

2a , 2r
a
)
∪ · · · ∪

(
2b−1

2a r, br
a

)
is just 1

a I with endpoints of intervals moved by even integers. So

(ν =) |Z∩ 1
a I| ≡

(2)
|Z∩ J|,

which already proves that
(

a
p

)
dependson p only modulo 4a.

We only need to check now that if q ≡
(4a)
−p, we get the same

result. In the above computation, this means replacing r by 4a − r,
hence J by(

2− r
2a , 4− r

a
)
∪
(
6− 3r

2a , 8− 2r
a
)
∪ · · · ∪

(
4b− 2− 2b−1

2a r, 4b− br
a

)
,

which is −J with endpoints moved by even integers. I rest my case.
�

There is a generalization of the Legendre symbol to (some) com-
posite moduli.

DEFINITION 137. Let n be a positive odd integer, with prime fac-
torization n = pα1

1 · · · p
αr
r . The Jacobi symbol is given by( a

n

)
:=

k

∏
i=1

(
a
pi

)αi

(or by 1, if n = 1).

The three easy properties of the Legendre symbol, and the QRL,
carry over verbatim. (For instance,

( a
n
)
=
(n

a
)
(−1)

n−1
2

a−1
2 as long as

n and a are odd and coprime.) The main difference is that
( a

n
)
= 1

does not imply that a is a QR mod n. This is because, by the Chinese
Remainder Theorem,

a = QR mod n ⇐⇒
CRT

a = QR mod each pαi
i

⇐⇒
Hensel

a = QR mod each pi ⇐⇒
(

a
pi

)
= 1 (∀i),
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while (on the other hand)( a
n

)
= 1 ⇐⇒

k

∏
i=1

(
a
pi

)αi

= 1

is much weaker.
The Jacobi symbol also leads to a new primality test: given (a, n) =

1, calculate
( a

n
)

and a
n−1

2 (mod n). If they differ, obviously n is com-
posite. But wait: how do you compute

( a
n
)

without knowing pα1
1 · · · p

αk
k ?

By using the QRL!! Flip it, after reducing a mod n of course; ap-
plying this repeatedy is very similar to the Euclidean Algorithm for
computing the GCD! Computationally, this is the true importance of
quadratic reciprocity.

Exercises
(1) Use Hensel’s Lemma to solve x3 + x + 57 ≡

(53)
0.

(2) Use quadratic reciprocity to compute the Legendre symbol
(

41
97

)
.

Then state your result in terms of solubility or insolubility of a
congruence.
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Introduction to cryptography





CHAPTER 12

Symmetric ciphers

Suppose two parties want to exchange a sensitive message. Let’s
call them Sender and Receiver. They have an agreed-upon key k,
and a big lookup-table1 M:

c
m=

k=

You plug in the key k and message m, and look up the encoded mes-
sage c. We can also write this a bit more formally, as a map of sets:

M : K×M→ C,

where K denotes the set of possible keys,M the set of possible mes-
sages (“plaintext”), and C the set of possible ciphertexts. To decode,
you look up the column under k, find c, and deduce m. (Obviously
the entries of each column all need to be distinct.) We’ll write this as

c = Mk(m) , m = M−1
k (c).

1M need not literally be a table; more likely, it’s a function. But this is really the
same thing.

107
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Here is the whole process in a schematic picture:

m

S P R

M

M

c

m,k

k

where P(=Public) means that c is visible to everyone, including a
would-be interceptor I. For this to work successfully, M must be
easy to use forward and in reverse (given any k). Moreover, it should
be reasonably secure:2

• Given one or more ciphertexts

ci = Mk(mi) , i = 1, . . . , n

encrypted using the key k, it should be hard to compute any
of the mi without knowing k, let alone to deduce k.
• Given one or more ciphertext/plaintext pairs, viz.

(m1, c1), . . . , (mn, cn),

it should be hard to deduce k or determine any other m from
c = Mk(m). (“chosen plantext attack”)

Most of the “obvious” ideas don’t achieve these security objectives:

• simple substitution ciphers — monoalphabetic, hence easy
to break by frequency analysis (i.e. by considering the most-
used letters and letter-pairs), cf. [HPS] pp. 1-10.
• polyalphabetic ciphers (e.g. Vigenère) — uses keyword k to

(cyclically) prescribe how to shift each letter in m, cf. [HPS]
p. 198. Not vulnerable to naive frequency analysis, but re-
peated fragments can allow the key length to be guessed,
andthen there are statistical methods to recover the keyword.

2Kerchoff’s principle: you have to assume that I knows the encryption scheme M.
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The remaining methods presume that the message has been numer-
ically encoded using (say) ASCII, which turns each letter into a byte
(= 8 bits), e.g.

binary hexadecimal
A → 65 →

base 2
0100︸︷︷︸ 0001︸︷︷︸ ←→ 41

Z → 90 → 0101︸︷︷︸ 1010︸︷︷︸ ←→ 5a

• binary XOR — m, k = binary numbers; perform bitwise ad-
dition “m ⊕ k”: e.g. if k = 11001100 (= cc), we send A 7→
10001101 (= 8d), Z 7→ 10010110 (= 96). Doing ⊕k again
inverts it. Obviously it’s alright to use k once (for one m),
but

(m1 ⊕ k︸ ︷︷ ︸
c1

)⊕ (m2 ⊕ k︸ ︷︷ ︸
c2

) = m1 ⊕m2

should make you nervous about even using it twice! More-
over, if I knows (m1, c1) then s/he knows k = m1 ⊕ (m1 ⊕
k) = m1 ⊕ c1.
• multiplication mod p — m ∈ Zp, k ∈ Z∗p 7−→ c := k · m

(mod p). Of course, this is easy to invert: use the Euclidean
algorithm to find k−1 (mod p). Unfortunately, it’s easy to
break: if I knows (m, c) then s/he knows k = m−1 · c (mod
p) unless m = 0.
• One can also consider shift (m 7→ m + k mod p) modulo p

and affine (m 7→ k1 ·m + k2 mod p) c ciphers. These have the
same problems.

Slightly trickier is to work in a finite field of prime power order such as
F28 , which may be thought of as the set of polynomials of degree≤ 7
with binary (i.e. Z2) coefficients, with addition and multiplication
modulo the polynomial x8 + x4 + x3 + x + 1. But this is breakable
too.

So what does work? We don’t want to have to use (hence transmit
. . . beforehand? how?) keys as long as our message, choosing a
new key for every message — this is no better than meeting in secret
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to exchange the message! Here’s one idea: a pseudorandom number
generator, that is, a function

R : K×N→ Z2 (= {0, 1})

satisfying

(1) R is easy to compute
(2) k is hard to determine fromR(k, 1), R(k, 2) . . . ,R(k, n)︸ ︷︷ ︸

(∗)

, say

(3) R(k, n + 1),R(k, n + 2), . . . are hard to determine from (∗).

Then you can start with a (relatively) short k, generate the number

R(k, 1)R(k, 2) · · · · · · R(k, n)

and XOR this with a binary message (of length N). While one doesn’t
know if (in a rigorous mathematical sense) pseudorandom number
generators exist, this is part of the idea behind the AES (Advanced
Encryption Standard) encryption scheme now widely used.

• AES encryption combines
(a) shift operations,
(b) pseudorandom number generator + XOR,
(c) operations in F28 , and
(d) other messy mixing operations,

all repeated about 10 times, and applies to a message (or
message block) consisting of a 4× 4 matrix of bytes (hence
128 bits).3

One question which arises in this discussion is the meaning of “hard”
and “easy”. Roughly, these are supposed to refer to applications
that require exponential resp. polynomial time in the bit-length. Es-
pecially when we discuss public key stuff and related mathemati-
cal problems, it becomes clear that this is intimately related to the
$1,000,000 “P vs. NP” problem. So to a certain extent the whole sub-
ject is currently running on “faith and experience”!

3See pp. 33-34 of the AES document I have linked to on the webpage. AES takes
(k, m) as input and outputs c (or (k, c) as input and outputs m).
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Another key question that comes up is, how do the parties share
the key k in advance? The key need not be as long as the message, so
this is our opportunity to use something slower but ingenious and
very secure. All three of these terms describe the various public key
cryptography (or “asymmetric cipher”) systems, the idea of which
(in a picture) is:

k’

S P R

x

c

M2

M1

M3

m’

k’

m’

The setup is asymmetric because S does not (need to) know k; s/he
only uses x to encode m. R alone knows k, and R alone should be
able to “read” c.

The tricky point here is that the message m′ then could become the
key k in something like AES. That is, S and R use a public key sys-
tem — an (inefficient) asymmetric cipher — to share a key, which is
then used in a symmetric cipher system to transmit efficiently a long
message m.

REMARK. There is a supplementary reading assignment attached
to this section: read pp. 1-10, 37-47, and 59-62 in [HPS].

The links posted on the webpage beside the link to these notes
(on Public Key Cryptography, AES encoding, and computational
complexity) are optional.

Exercises
(1) Convert the decimal numbers 8734 and 5177 into binary num-

bers, combine them using XOR, then convert back to decimal.
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(You could think of 8734 as amessage to be encrypted and 5177
as the key.)

(2) Decrypt one of the messages in Hoffstein-Pipher-Silverman prob-
lem 1.4 (p. 48, a, b, or c – your choice).



CHAPTER 13

Public key cryptography

Consider once more the “asymmetric cipher” diagram (with a
slight notational reset):

Receiver

x

c

M2

M1

M3
m

k

m

k

("public key")

("private key")

(coded message)

(message)

visible to ...

Sender Public

We recall that the meaning of “Public” is that x and c are transmit-
ted over an insecure channel, and thus visible to anyone. Roughly
speaking, M2 is a function (partly determined by x) from M to C
which is easy to compute but hard to invert . . . without knowledge
of k, which once again makes it easy.1

For this picture to be feasible, then, we must have such a “trapdoor
function”. This is based upon the widely held belief that P 6= NP;
that is, that there are mathematical problems not solvable in polyno-
mial time, even though a solution can be verified in polynomial time.2

A special case is the idea of a function whose inverse is hard to com-
pute, even though computing the function (and hence verifying a
value of the inverse) goes quickly.

1In the above, M3 together with k provides an inverse for M2 together with x.
2I have posted links to further discussion of the P vs. NP problem.
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EXAMPLE 138. It is considered easier to . . .

(a) verify a prime factorization than to factor a number
(b) compute powers mod N (e.g. by fast-powering) than to com-

pute “logarithms” mod N
(c) compute powers mod N than to compute roots mod N (if N is

composite with unknown factors).

Here (b) leads to the Diffie-Hellman key exchange and the El Gamal
cryptosystem, while (a) and (c) lead to the RSA cryptosystem.

What is a logarithm modulo N?

DEFINITION 139. Take a prime p, and an integer a with (a, p) = 1.
If s ≡

(p)
am for some m, then m is the discrete logarithm of s (mod p)

to the base a (sometimes written loga s).

If a = g is a generator, then any s coprime to p can be written
as gm. The DLP (discrete log problem) is the problem of computing
m = logg a. Notice that this is precisely the problem of computing
the inverse of the isomorphism

Z/(p− 1)Z
∼=→ (Z/pZ)∗.

m 7→ gm

Also note that, like the usual log, gm+n = gm︸︷︷︸
α

gn︸︷︷︸
β

=⇒
logg

logg(αβ) =

m + n = logg(α) + logg(β).
Here is how to use this to arrive at a shared secret (but not yet

a cryptosystem of the form in the diagram). Since the relationship
is symmetric here, we’ll replace S(ender) and R(eceiver) by A and
B, who openly agree on a pair (p, g) where p is a prime and g a
generator of (Z/pZ)∗ (i.e. a primitive root mod p). Then A and B
each choose (random) numbers α, β ∈ Z/(p − 1)Z and send each
other gα, gβ ∈ (Z/pZ)∗. The shared secret is then this:

A computes (gβ)α = gαβ

B computes (gα)β = gαβ

}
=: s.
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The eavesdropper E sees p, g, gα, and gβ. In order to find gαβ, s/he
would have to compute log(gα) (or log(gβ)) to find α (or β); then s/he
can just do (gβ)α. But the first step here is the DLP, and if p has say
200 digits this is an impossible step!

EXAMPLE 140 (p = 11). Repeatedly mulitplying by 2

1 ·2→ 2 ·2→ 4 ·2→ 8 ·2→ 5 ·2→ 10 ·2→ 9 ·2→ 7 ·2→ 3 ·2→ 6 ·2→ 1

shows that g = 2 is a generator (how many more are there?). Now
Alice chooses α = 6 and sends

gα = 26 = 64 ≡
(11)

9 to Bob,

while Bob chooses β = 7 and sends

gβ = 27 = 128 ≡
(11)

7 to Alice.

Bob then computes 9β = 97 ≡
(11)

(−2)7 = (−2)(−2)2(−2)22 ≡
(11)

(−2) · 4 · 5 ≡
(11)

4 while Alice computes 7α = 76 = 3432 ≡
(11)

22 = 4.

Both obtain s = 4.

Notice that A and B can’t decide what s will be beforehand (with-
out solving the DLP themselves), so this isn’t a means of transmitting
messages, only of arriving at a shared secret key s. It is known as the
Diffie-Hellman key exchange.

Let’s look briefly at one possible security issue, the “(wo)man-in-
the-middle attack”. Remember p and g are public.

α

A E B
secret secret

g g

gg

α βε ε

β

Here E has intercepted (and “confiscated”) A’s and B’s communi-
cations to each other, and sent them both her own gε (with ε =

her secret). Now A will compute (gε)α = gαε and B will compute
(gε)β = gβε. They unwittingly use these numbers as a symmetric
cipher (e.g. in AES) to transmit a confidential message. Since E can
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compute (gα)ε = gαε and (gβ)ε = gβε, she can read both of their mes-
sages, and then re-encrypt then using gβε resp. gαε to send them on
to the other party. Neither A nor B is aware of the breach in security!

Exercises
(1) Agnes and Bert use Diffie-Hellman key exchange to produce a

shared secret key. They agree on p = 101 and an element g = 15
of order p − 1, both of which have been made public. Agnes
chooses α and sends gα = 42 (mod 101) to Bert, while Bert has
chosen β and sent gβ = 24 to Agnes. As Ivan the interceptor, you
overhear all this. By checking the first few powers of g mod 101,
try to produce α or β and hence their secret key s.

(2) Note that 23 ≡
(23)

8. By finding an inverse of 3 in Z/22Z, find an

integer x such that 8x ≡
(23)

2.

(3) Compute the following discrete logarithms: (a) log2 13 in Z/23Z,
and log10(22) in Z/47Z.
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Discrete log problem

In the last section, we described how the difficulty of computing
discrete logarithms (the power to which a generator g ∈ (Z/pZ)∗

must be raised to obtain a given a ∈ (Z/pZ)∗) allows two corre-
spondents to share a (random) secret key over an insecure channel
(Diffie-Hellman). What we shall now explain is how to turn this into
a bona fide cryptosystem that can be used to exchange messages (or
a non-random secret key). I’ll use as before S for Sender, R for Re-
ceiver, and E for Eavesdropper.

El Gamal cryptosystem. There are four steps:

• S and R openly agree on a prime modulus p and generator
g ∈ (Z/pZ)∗.
• R chooses a private key ρ ∈ Z∩ [1, p− 2], computes the public

key r = gρ, and sends this to S.
• S chooses an ephemeral key σ ∈ Z ∩ [1, p − 2], a plaintext

message m ∈ Z/pZ, and sends R the ciphertext (c1, c2) :=
(gσ, mrσ) (both mod p); σ is then discarded.
• R decrypts the ciphertext by computing

c−ρ
1 · c2 ≡

(p)
g−σρ ·mgσρ ≡

(p)
m.

That’s it.
Now, E overhears p, g, r, and (c1, c2). If σ were used to encode a

second message m′ as (c′1, c′2), then s/he could compute

c′2
c2

=
m′rσ

mrσ
=

m′

m
.

Otherwise, it seems difficult to discover the message: in fact, an algo-
rithm for cracking El Gamal could also be used to crack Diffie-Hellman.
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Indeed, in Diffie-Hellman, A and B send each other gα and gβ

(mod p). E then enters (as data for the algorithm breaking El Gamal)
p, g, gα, and (gβ, c2), with c2 arbitrary. The algorithm computes

(gβ)−α · c2 = g−αβc2,

and then E can divide out c2 and invert the result to get gαβ. So in
this sense, El Gamal is probably secure.

Discrete log problem (DLP) revisited. Of course, it is also true
that El Gamal and Diffie-Hellman are no more secure than the DLP
is hard. To describe “how hard”, we’ll introduce some notation:

DEFINITION 141. Let f , g > 0 be functions of x.
(i) f (x) = O(g(x)) ⇐⇒ ∃ c, C ≥ 0 s.t. f (x) ≤ cg(x) ∀x ≥ C.
(ii) f (x) = Ω(g(x)) ⇐⇒ ∃ c̃, C̃ ≥ 0 s.t. f (x) ≥ c̃g(x) ∀x ≥ C.
(iii) f (x) = Θ(g(x)) ⇐⇒ f = O(g) and Ω(g).
(iv) f (x) grows exponentially ⇐⇒ ∃ α, β > 0 s.t. Ω(xα) =

f (x) = O(xβ).
(v) f (x) grows polynomially ⇐⇒ ∃ α, β > 0 s.t. Ω((log x)α) =

f (x) = O((log x)β).
(vi) f (x) grows sub-exponentially ⇐⇒ ∀ α, β > 0 Ω((log x)α) =

f (x) = O(xβ).

Here, “polynomial”, “exponential”, etc. mean in the bitlength log2 x.
Note that (since f (x)

g(x) < L + 1 for x ≥ C gives f (x) < (L + 1)g(x) for
x ≥ C) we have

L := lim
x→∞

f (x)
g(x)

finite =⇒ f (x) = O(g(x)),

but not conversely: take f (x) = cos(x), g(x) = 1; then L doesn’t
exist, but f (x) = O(g(x)).

REMARK 142. (a) A brute-force approach to the DLP: we want
to solve gx ≡

(p)
a, where g is a generator1 and a is arbitrary. List

1Slightly more generally, one could take g to be an element of order N in (Z/pZ)∗,
and a ∈ 〈g〉. Then the running time is O(N).
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1, g, g2, . . . , gp−2; a must appear. This requires exponential time —
more precisely, O(p).

(b) There is a faster (but still exponential-time) approach we de-
scribe next; while the index calculus gives a sub-exponential-time al-
gorithm for DLP.2

(c) The “elliptic curve discrete log” -based cryptosystems we’ll
encounter later in this course appear to be more secure, because only
exponential time algorithms exist for elliptic DLP.

(d) The “additive discrete log” problem is that of solving b · x ≡
(p)

a. Obviously this can be solved in polynomial time (using the Eu-
clidean algorithm), and we don’t base any cryptosystems on that.

Babystep-Giantstep. This is the nickname for an algorithm due
to Shanks. Let g ∈ (Z/pZ)∗ be a generator;3 we want to solve gx ≡

(p)
a.

• Let n = 1 + b√pc.
• Make 2 lists: 1, g, g2, . . . , gn (babystep); a, a · g−n, a · g−2n, . . . , a ·

g−n2
(giantstep).

• Find a match, say

(23) gi = a · g−jn

between the two lists.
• Put x = i + jn.

This gives a solution, since gx = gi · gjn = a by (23).

REMARK 143. (a) Why is there always a match? There must be a
solution x = nq + r (0 ≤ r < n), and then (using n >

√
p)

q =
x− r

n
<

p
n
<
√

p < n,

so that gx ≡
(p)

a becomes gr ≡
(p)

a · g−qn (with 0 ≤ r < n, 0 ≤ q < n).

(b) What is the running time? Making the lists requires 2n mul-
tiplications, hence is O(√p(log p)c) (where the logarithmic factor

2See §3.8 of [HPS].
3again, more generally we could instead take an element of order N
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reflects the time to perform multiplications). The matching step is
O(log p) so doesn’t change this. While this is an improvement over
O(p) it is still exponential time.

EXAMPLE 144 (p = 97, g = 5, a = 80). We solve 5x = 80:
• n = 1 + b

√
97c = 10.

• list 1 : 1, 5 , 25, 28, 43, 21, 8, 40, 6, 30, 53 (mult. by 5)
• list 2 : 80, 7, 77, 71, 5 , . . . (mult. by 5−10 ≡

(p)
53−1 ≡

(p)
11)

• The match is g1 ≡
(p)

a · g−4·10(≡
(p)

5).

• x = 1 + 4 · 10 = 41.

Pohlig-Hellman Algorithm. If you know the Chinese Remain-
der Theorem, there is a massive potential simplification staring you
in the face:

97− 1 = 96 = 25 · 3
=⇒

(24)
(Z/97Z)∗ ∼= Z/96Z ∼=

CRT
Z/25Z×Z/3Z.

gx ←→ x ←→ (y, z)

Now, two elements µ, η ∈ Z/96Z are equal if and only if µ ≡
(25)

η

and µ ≡
(3)

η, or equivalently, 3µ ≡
(96)

3η and 25µ ≡
(96)

25η. On the left-

hand side (multiplication) of (24), this says two elements M, N ∈
(Z/97Z)∗ are equal iff M3 ≡

(p)
N3 and M25 ≡

(p)
N25

. So if we can find

y and z such that

(g3)y ≡
(p)

a3 and (g25
)z ≡

(p)
a25

,

and take x to correspond to (y, z) under CRT, then x = y + 25y′ =
z + 3z′

=⇒


(gx)3 ≡

(p)
(g3)y(g96)y′ ≡

(p)
(g3)y ≡

(p)
a3

(gx)25 ≡
(p)

(g25
)z(g96)z′ ≡

(p)
(g25

)z ≡
(p)

a25 =⇒ gx ≡
(p)

a.
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The order of g3 [resp. g25
] is 25 [resp. 3], so even the “brute-force”

DLP running times will be “O(25)” and “O(3)”.

EXAMPLE 145. (g25
)z ≡

(p)
a25

is 35z ≡
(97)

61. Powers of 35 are

35, 61, 1, so z = 2.

This approach would be a mistake for the other congruence (as it
would involve directly computing 25 powers of g3). Instead, write

γ = g3, α = a3, and y = y0 + 2y1 + 22y2 + 23y3 + 24y4.

To solve α ≡
(p)

γy, note that γ has order 25 and compute

α24 ≡
(p)

(γy)24 ≡
(p)

(γ24
)y0

to get y0,
α23 ≡

(p)
(γy)23 ≡

(p)
(γ24

)y1 · γ23y0

=⇒ (γ24
)y1 ≡

(p)
(αγ−y0)23

to get y1, and so on, as we demonstrate below. At each step, the
problem is a piece of cake because γ24

has order 2. (Other prime
powers are dealt with in exactly the same way.)

EXAMPLE 146. We have γ = g3 ≡
(p)

28, γ24 ≡
(p)
−1 (because it has

order 2), and α = a3 ≡
(p)

34. Now compute:

(−1)y0 ≡
(p)

α24 ≡
(p)
−1 =⇒ y0 = 1;

(−1)y1 ≡
(p)

(αγ−y0)23 ≡
(p)

(34 · 28−1︸︷︷︸
52

)23 ≡
(p)

(22)23 ≡
(p)

1 =⇒ y1 = 0;

(−1)y2 ≡
(p)

(αγ−y0−2y1)22 ≡
(p)

(22)22 ≡
(p)

1 =⇒ y2 = 0;

(−1)y3 ≡
(p)

(αγ−y0−2y1−22y2)2 ≡
(p)

222 ≡
(p)
−1 =⇒ y3 = 1;

(−1)y4 ≡
(p)

(αγ−y0−2y1−22y2−23y3) ≡
(p)

(34 · 28−9︸︷︷︸
20

) ≡
(p)

1 =⇒ y4 = 0
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=⇒ y = 9. Combining this with z = 2, we have

x = 9 + 25y′ ≡
(3)

2 =⇒ 2y′ ≡
(3)

2 =⇒ y′ = 1

=⇒ x = 9 + 32 = 41.

The upshot of this algorithm4 is that the DLP is easy when p− 1
is a product of small primes (essentially, O of {the largest prime} ×
{log p}). Hence, if one wants Diffie-Hellman or El Gamal to be se-
cure, one must avoid such a choice of p.

Exercises
(1) Alice and Bob agree to use (p, g) = (1373, 2) for ElGamal.

(a) First, Alice will send a message to Bob. So he picks a private
key ρb = 716 and computes the public key rb = 2716 ≡

(p)
469; Al-

ice chooses an ephemeral key σa = 877 and message ma = 583.
What is the ciphertext that Alice sends to Bob?
(b) Now they switch roles. Alice chooses a private key ρa = 299;
what is her public key ra? Bob encrypts a message using ra and
sends Alice the ciphertext (c1, c2) = (661, 1325). Decrypt the
message.
(c) Finally, Bob chooses a new private key and publishes the as-
sociated public key B = 893. Alice encrypts a message using this
public key and sends the ciphertext (c1, c2) = (693, 793) to Bob.
You intercept the transmission. Decrypt the message by solving
the appropriate discrete log problem.

(2) Show that (a) 5+ 6x2− 37x5 = O(x5) and (b) (log k)375 = O(k0.001).
(3) Use babystep-giantstep to solve the following discrete log prob-

lems. (Do the first one on paper. Try writing a program in PARI
for (b) and (c), and if possible attach a printout.)
(a) 11x ≡

(71)
21

(b) 156x ≡
(593)

116

(c) 650x ≡
(3571)

2213.

4described at length in [HPS]
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(4) Write out your own proof that the Pohlig-Hellman algorithm
works in the particular case that p − 1 = q1 · q2 is a product of
two distinct primes. (This needn’t be long – half a page or so.)

(5) Use Pohlig-Hellman to solve the discrete log problem 7x ≡
(433)

166.
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RSA Cryptosystem

So far we have discussed Diffie-Hellman and El Gamal, which
rely for their security upon the supposed difficulty of the Discrete
Logarithm Problem. Now we turn to an encoding scheme which is
based on the difficulty of finding roots.

What difficulty, you might ask? If p is an odd prime, we had
the result that xk ≡

(p)
a is soluble (with (k, p − 1) solutions) ⇐⇒

a
p−1

(k,p−1) ≡
(p)

1. Moreover, if (k, p− 1) = 1 and ` · k ≡
(p−1)

1, then little

Fermat implies (a`)k = a`k = aµ(p−1) · a ≡
(p)

a, making x = a` a solu-

tion. Using the Euclidean algorithm and fast-powering, ths poses no
difficulty at all!!

More generally, if

n > 1, (a, n) = 1, and (k, φ(n)) = 1,

then we can solve the congruence

xk ≡
(n)

a

by:

• computing φ(n);
• finding e, f ∈ N such that 1 = e · k− f · φ(n) ( =⇒ e · k ≡

φ(n)
1);
• computing ae by fast powering.

This gives our x, since

(ae)k = a f ·φ(n)+1 = (aφ(n)) f a ≡
(n)

a.

125
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The difficulty is concealed in the first step, computing φ(n), since this
involves knowing a factorization of n. We will focus on the specific
case:

THEOREM 147. Let p, q be distinct primes, a ∈ Z, and (k, (p− 1)(q−
1)) = 1. Take e to be an inverse of k mod the lcm [p − 1, q − 1]. Then
x = ae (mod pq) is a solution to xk ≡

(pq)
a.

PROOF. Suppose (a, pq) = 1. (The general case is an exercise.)
Set ` = [p− 1, q− 1] = `′ · (q− 1) = (p− 1) · `′′. We have by Fermat

aek = aµ`+1 =


(ap−1)µ`′′a ≡

(p)
a

(aq−1)µ`′a ≡
(q)

a
=⇒
CRT

aek ≡
(pq)

a.

�

We are now ready to describe the

RSA Algorithm. (S = Sender, R = Receiver)

• R chooses 2 large primes p, q and produces n = pq;
• R also chooses an exponent k coprime to φ(n) = (p− 1)(q−

1);
• R computes an inverse e of k in Z/φ(n)Z or (better, since

easier) Z/[p− 1, q− 1]Z;
• R makes the key (n, k) public;
• S encodes a message m as c := mk (mod n), and sends it to

R;
• R decodes the message by computing ce(= mke) ≡

(pq)
m.

Note how this uses Theorem 147 at the end.

EXAMPLE 148. p = 17, q = 19, n = pq = 17 · 19 = 323 =⇒
φ(n) = 16 · 18 = 288. Now k = 95(= 5 · 19) is coprime to 288, which
yields the public key (323, 95). An inverse of k mod 288 is 191 (by
Euclidean algorithm). [Better: an inverse of k mod [16, 18] = 144
is 47.] Someone encodes the letter “X” (as m = 24) via c = m95 =

2495 ≡
(323)

294. We decode the message by 29447(or 191) ≡
(323)

24.
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For longer messages, it is much safer to encode several letters as
a block, rather than encoding letters individually (which would be
susceptible to a frequency analysis). Below we will explore some
other possible “attacks” on the RSA cryptosystem. Note that it is
sufficient for the “Interceptor” to factor n.

Attack 1: If we know n and φ(n) (or p + q), then we can easily
factor n. (Here I’m assuming as above that n = pq.)

METHOD: We have

φ(n) = (p− 1)(q− 1) = pq− (p + q) + 1,

hence
p + q = n− φ(n) + 1.

Now, p and q are roots of the quadratic equation

0 = (x− p)(x− q) = x2− (p + q)x + pq = x2− (n− φ(n) + 1)x + n.

Of course, we can easily solve this equation . . . �

EXAMPLE 149. Suppose we know n = 437 is the product of 2
primes and φ(n) = 396. The roots of

x2 − (n− φ(n) + 1)︸ ︷︷ ︸
42

x + 437 = 0

are given by
x± = 21±

√
212 − 437 = 21± 2.

Attack 2: (“Fermat factorization method”) If p and q are “close”,
we can find the factorization of n = pq.

METHOD: Assume p > q, so that s = p−q
2 is small relative to t =

p+q
2 , which is close to

√
n. Now consider the difference of squares:

t2 − s2 =
(

p+q
2

)2
−
(

p−q
2

)2

= 1
4

(
p2 + 2pq + q2 − (p2 − 2pq + q2)

)
= pq = n.
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So: the idea is to test whether t2− n is a square for t−
√

n > 0 small.
Eventually, you reach one (and this is s2). �

EXAMPLE 150. p = 1201, q = 1409→ n = 1692209. Now d
√

ne =
1301, so we take (on a computer) square roots of 13012− n, 13022− n,
etc. until we get what appears to be an integer. This happens at
13052 − n = 10816 = 1042. So t = 1305, s = 104, and we recover
p = t + s = 1409, q = t− s = 1201.

Attack 3: Why the Receiver should never publish two exponents
for the same public modulus n.

METHOD: Say R makes (n, k1) and (n, k2) public, and S uses both
of them to encode a message, sending

c1 = mk1 (mod n) and c2 = mk2 (mod n).

The Interceptor can compute A, B satisfying Ak1 + Bk2 = gcd(k1, k2)

and then write
cA

1 cB
2 = mAk1+Bk2 = m(k1,k2),

which is m itself if (k1, k2) = 1!! �

Attack 4: Why R should find another way to authenticate his or
her identity than by willingly decrypting ciphertexts.

METHOD: As I, you can take a ciphertext c which you have in-
tercepted, and multiply by some arbitrary nonsense message µ en-
coded by the public key (n, k), sending the result

c′ := µk · c (mod n)

to R. Now R “decrypts” c′ via

(c′)e = µek · ce = µ ·m

(where we have used Theorem 147 twice) and sends this back. Now
you compute (µm) · µ−1 = m. �

In Attacks 1-2, I breaks the code by factoring n; it isn’t known
whether this is really necessary (cf. [HPS, p. 122]).
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Exercises
(1) Let p and q be distinct primes, and let e and d be integers satis-

fying de ≡
`

1 (where ` is the lcm [p− 1, q− 1]). Suppose further

that c is an integer with gcd (c, pq) > 1. Prove that x ≡
(pq)

cd is a

solution to the congruence xe ≡
(pq)

c, thereby completing the proof

of Theorem 147.
(2) Your RSA modulus is n = 91 and your encoding exponent is

e = 19. Find the decryption exponent d. Why would e = 9 be a
bad choice?

(3) Here is a cryptosystem which is supposed to be faster than RSA
(and was apparently proposed at a cryptography conference): (1)
Alice chooses two large primes p and q and publishes N = pq,
then chooses 3 random numbers g, r1, r2 mod N and computes
g1 ≡

(N)
gr1(p−1) and g2 ≡

(N)
gr2(q−1). Her public key is the triple

(N, g1, g2) and her private key is (p, q). (2) Bob wants to send the
message m (mod N) to Alice. He chooses two random numbers
s1 and s2 (mod N), computes c1 ≡

(N)
mgs1

1 and c2 ≡
(N)

mgs2
2 , and

sends the ciphertext (c1, c2) to Alice. (3) Alice uses the CRT to
solve the pair of congruences x ≡

(p)
c1 and x ≡

(q)
c2. (This part is

faster than RSA for sure.)
(a) Prove that Alice’s solution x is equal to Bob’s plaintext m.
(b) Explain why this cryptosystem is not secure. (Oops.)

(4) Formulate a man-in-the-middle attack, similar to the one we de-
scribed for Diffie-Hellman, for the RSA cryptosystem.
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Introduction to PARI

Besides the huge, expensive packages like Mathematica, Maple,
and MAGMA, there are a number of free “calculators” which are
useful in a particular area of mathematics: e.g. LiE and ATLAS for
representation theory; the SAGE cloud for algebra, combinatorics,
and number theory; and Wolfram Alpha for quick online computa-
tions across a wide range. PARI/GP is a computer algebra system for
fast computations in number theory. It was originally designed by
Henri Cohen, who literally wrote the book1 on computational num-
ber theory. You will want to install it on your computer from

http : //pari.math.u-bordeaux.fr/

in order to do some of the exercises.
Below I have copied some commands and very simple “programs”

to illustrate how PARI is used. You will also want to have a look at

• K. Conrad, “Introduction to PARI”,
• W. Stein, “Elementary number theory” (Lectures 3 and 16),

and
• the official PARI tutorial and reference card.

The “?” (or “gp >”) is GP’s command prompt. Outputs are not dis-
played below (only the inputs). Expressions enclosed in brackets
“[]” are not PARI code.

Checking the prime number theorem:

? pi(x,c=0) = forprime(p=2,x,c++);c;

? for(n=1,10,print(n*1000,� �,pi(n*1000),� �,n*1000/(log(n*1000)-1)))

1H. Cohen, “A Course in Computational Number Theory” Springer, 1993.
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Primality testing: Wilson’s theorem:

? Wilson(n) = Mod((n-1)!,n) == Mod(-1,n)

? Wilson(5)

? Wilson(10)

Primality testing: Fermat’s theorem:

? probprime(n,a) = Mod(a,n)^(n-1) == Mod(1,n)

? x = [huge odd number]
? for(i=0,100,if(probprime(x+2*i,2),print(i)))

? [do some with a=3, 4, etc.]

Discrete log:
? dislog(x,g,s)=s=g; for(n=1,znorder(g),if(x==s,return(n),s=s*g));0;

? dislog(18,Mod(5,23))

? p=nextprime(9048610000)

? g=Mod(5,p)

? a=g^948603

? dislog(a,g) [takes a moment]
? znlog(a,g) [much faster, built-in optimized version]

Primitive roots:
? roots(p) = for(n=1,p-1,if(znorder(Mod(n,p))==(p-1),print1(n,� �)))

? roots(17)

? roots(19)

Diffie-Hellman key exchange:
[Notes: in a = qb + r, “a\b” is the q, and “a%b” is the r; “!” means
“not”; and “? ***” explains the command “***”.]

? p=nextprime([huge 30 digit number])

? isprime((p-1)\2)

? nextgoodprime(p) = while(!isprime((p-1)\2),p=nextprime(p+1));p

? nextgoodprime(p)

? g=2

? znorder(Mod(g,p))

? ?random

? Alice=random(p)
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? Bob=random(p)

? Alice_say = Mod(g,p)^Alice

? Bob_say = Mod(g,p)^Bob

? secret = Alice_say^Bob

? Bob_say^Alice

RSA Attack 2: factoring a product of “close” primes:

? n=1692209

? for(i=0,10,print(i,� �,sqrt((floor(sqrt(n))+i+1)^2 - n)))

Exercises
(1) Artin conjectured that the number of primes p ≤ x such that 2 is

a primitive root mod p is asymptotic to Cπ(x) for some constant
C. (Recall it is still not even proved if there are infinitely many
p having 2 as primitive root.) Using PARI, make an educated
guess as to what “Artin’s constant” C should be, to a few decimal
places of accuracy. Explain your reasoning. (Of course, don’t try
to prove that your guess is correct.)





CHAPTER 17

Breaking RSA

We discussed a few attacks on RSA in §III.D, all fairly superficial,1

which relied either on unforced errors by the Sender and Receiver or
on factoring N. Now it is time to push this a bit further to understand
possible security issues. RSA is often presented with the warning
that computing roots mod pq = N — the essence of breaking RSA
— may not be as hard as factoring N. However, there is an important
counterargument here: finding a decryption exponent essentially is
tantamount to factoring N, in a sense we now describe.

Factoring an RSA modulus, v. 1.0. Let (n, e) be an RSA public
key, where n = pq is a product of distinct primes, and e is the encryp-
tion exponent. Suppose you have obtained the decryption exponent
d, which satisfies ade ≡

(n)
a (∀a). Write m := de− 1, and note that

(−1)m = (−1)de · (−1) ≡
(n)

(−1)2 = 1

implies that m is even.
Now pick some a, say with (a, n) = 1. The idea now is to com-

pute successive square roots of am (mod n), i.e.

a
m
2 (mod n), a

m
4 (mod n), etc.

until

(25) a
m
2k (n)

/≡
1.

If this doesn’t happen for your choice of a, throw it under the bus
and choose another.

1though the difference of squares trick can be made quite sophisticated; cf. [HPS,
§3.6].
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Assuming (25), there are three possibilities:

• a
m
2k ≡

(p)
1, a

m
2k /≡

(q)
1 ( =⇒

(why?)
a

m
2k ≡

(q)
−1)

• a
m
2k ≡

(q)
1, a

m
2k /≡

(p)
1 ( =⇒ a

m
2k ≡

(p)
−1)

• a
m
2k /≡

(q)
1, a

m
2k /≡

(p)
1.

There is a good chance that one of the first two holds, assume (say)
the first. Then we have

p | (a
m
2k − 1) , q - (a

m
2k − 1)

=⇒ (a
m
2k − 1, n) = p. In other words, computing a

m
2k (mod n) fol-

lowed by the Euclidean algorithm (to compute the gcd) gives us a
prime factor of n.

EXAMPLE 151. The public key is (n, e) = (10403, 7), and your
spy delivers d = 8743. You compute m = de− 1 = 61200. Now take
a = 5, and noting that 61200 = 24 · 3825, try k = 1, 2, 3, 4. We find
a

m
2k ≡

(n)
1 for k = 1, 2, 3, but a3825 ≡

(n)
102, and the gcd (a3825 − 1, n) =

(101, 10403) = 101. Conclude that n = 101 · 103.

Factoring an RSA modulus, v. 2.0 (Pollard p − 1 algorithm).
This time I will begin with the formal algorithm. Let n be the integer
we wish to factor (assumed to be of the form pq), and pick M ∈ N

(relatively small).

(1) Set a = 2;
(2) Loop j = 2, 3, 4, . . . , M;
(3) Set a = aj (mod n);
(4) Compute d = (a− 1, n);
(5) If d 6= 1, n print d, stop;
(6) Return to step 2 (if j < M);
(7) Increment a, return to Step (1).

Claim: If p− 1 is a product of small primes but q− 1 is not, this
algorithm will “quickly” produce the factorization of n (i.e., it will
stop in some iteration of Step (5)).
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An immediate consequence is that when choosing p and q for
RSA, one should check that p− 1 and q− 1 are not products of small
primes (which can be done very quickly).

“PROOF” OF CLAIM: In the algorithm, we are computing

dj = (aj! − 1, n)

where (asabove) aj! − 1 need only be computed mod n. Suppose
p − 1 = pr1

1 · · · p
rs
s (pi distinct primes), m = max{r1p1, . . . , rs ps},2

and q− 1 has at least one (prime) factor larger tham m. Then

(p− 1) | m! , (q− 1) - m!.

Since q is prime, Z∗q has a generator α, with the property that αµ ≡
(q)

1 ⇐⇒ (q − 1) | µ. As p is prime, (p − 1) | µ =⇒ αµ ≡
(p)

1

as long as (α, p) = 1. Taking a to be a smal ( =⇒ not divisible
by p) generator of Z∗q , we get p | (am! − 1) and q - (am! − 1) =⇒
(am! − 1, n) = (am! − 1, pq) = p. �

EXAMPLE 152. n = 10403, a = 2. Compute (mod n)

2
(·)2

→ 4
(·)3

→ 64
(·)4

→ · · · (·)
10

→ 9798

so (a10! − 1, n) = (9797, 10403) = 101 (using the EA). Why does it
work? Because

p− 1 = 101− 1 = 22 · 52 ( =⇒ m = 10)

while
q = 1 = 103− 1 = 102 = 17 · 3 · 2.

Probabilistic encryption. If your space of plaintexts is small —
e.g. you are sending a binary message like 0 (= no/we lost) or 1 (=
yes/we won) — then the Interceptor can simply encode the possibil-
ities by the public key, and decide (by composing these with the ci-
phertext the Sender broadcasts) what the message is. This is a major

2remark that fast powering computes am!∼(m
e )

m
in ∼ 2 log2((

m
e )

m) ' 2m log2 m
steps, not very long at all.
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problem with the RSA algorithm, though not as much for El Gamal
— because the ephemeral key chosen by the Sender means there are
many possible ciphertexts for each plaintext. One says that El Gamal
is a probabilistic cryptosystem.

Another (less practical, but more amusing) probabilistic encod-
ing scheme, called Goldwasser-Micali, is based on quadratic residues
and the Jacobi symbol.

• Receiver chooses primes p and q, and a with(
a
p

)
= −1 =

(
a
q

)
,

sets n = pq.
• R broadcasts (n, a) = public key.
• Sender chooses plaintext m ∈ {0, 1}, and a random r ∈ Z ∩
(1, n).
• S computes ciphertext

c =

{
r2 (mod n), if m = 0
ar2 (mod n), if m = 1

and sends to R.
• R decrypts the message by the formula

m =

 0, if
(

c
p

)
= 1

1, if
(

c
p

)
= −1.

(Remember, p is known only to R.)

This works, because if m = 0 then(
c
p

)
=

(
r2

p

)
= 1

while if m = 1 then(
c
p

)
=

(
ar2

p

)
=

(
a
p

)(
r2

p

)
=

(
a
p

)
= −1.
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Moreover, in either case( c
n

)
=


(

r2

n

)
= 1(

ar2

n

)
=

( a
n
) ( r2

n

)
=
(

a
p

) (
a
q

)
= (−1)2 = 1

so the Interceptor really will have to factor N to break the code.

Exercises
(1) The ciphertext 5859 was obtained using the RSA algorithm with

public key (n, e) = (11413, 7467). Find the original plaintext
message (a number less than 11413) from which it was obtained.
[Hint: factorize 11413 and then produce a decryption exponent.]

(2) Show that if x2 ≡
(n)

y2 and x is not equivalent to ±y (mod n), then

(x + y, n) is a non-trivial factor of n.
(3) A decryption exponent for an RSA public key (N, e) is an integer d

with the property that ade ≡
(N)

a for all integers a with (a, N) = 1.

Let N = 38749709. Eve’s magic box tells her that the encryption
exponent e = 10988423 has decryption exponent d = 16784693
and that the encryption exponent e = 25910155 has decryption
exponent d = 11514115. Use this information to factor N.

(4) Use Pollard p− 1 method to factor n = 48356747.
(5) Suppose that the plaintext spaceM of a certain cryptosystem is

the set of bit strings of length 2b. Let ek and dk be the encryption
and decryption functions associated with a key k ∈ K. This ex-
ercise describes one method of turning the original cryptosystem
into a probabilistic cryptosystem.
Alice sends Bob an encrypted message by performing the follow-
ing steps:
(1) Alice chooses a b-bit message m′ to be encrypted.
(2) Alice chooses a string r consisting of b random bits.
(3) Alice sets m = r ‖ (r ⊕ m′), where ‖ denotes concatenation
and ⊕ denotes XOR. Notice that m has length 2b bits.
(4) Alice computes c = ek(m) and sends the ciphertext c to Bob.
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(a) Explain how Bob decrypts Alice’s message and recovers the
plaintext m′. (We assume that Bob knows the decryption func-
tion dk.)
(b) If the plaintexts and the ciphertexts of the original cryptosys-
tem have the same length, what is the message expansion ratio of
the new probabilistic cryptosystem? (If a b-bit message gets con-
verted to a µb-bit message, this ratio is µ by definition.)
(c) More generally, is the original cryptosystem has a message
expansion ratio of µ, what is the message expansion ratio of the
new probabilistic cryptosystem?
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Diophantine equations





CHAPTER 18

A first view of Diophantine equations

Diophantine equations are polynomial equations with integer co-
efficients (and any number of variables) to which solutions are sought
in integers. A famous (and recent!) results that should immediately
comes to mind is “Fermat’s last [i.e. Wiles’s] Theorem”

xn + yn = zn , n > 2 , x, y, z ∈ Z =⇒ xyz = 0.

We will mainly concentrate on quadratic (degree 2) and cubic (de-
gree 3) equations.

First some history: Hilbert’s 10th problem (1900) asks for an al-
gorithm whcih determines (in a finite number of operations) whether
a given Diophantine equation is soluble (in integers). In 1970 —
building on at least four decades of work (of Hilary Putnam, Mar-
tin Davis, and especially Julia Robinson1), some of it in logic and
analytic philosophy — Yuri Matiyasevich proved that such an algo-
rithm does not in general exist. (His method involved the famous
Fibonacci numbers, and so-called “Diophantine sets”.) There exist,
for example, Diophantine equations with no solutions, but such that
this fact cannot be proved (“within a given axiomatization of number
theory”). This may be viewed as a “concrete” instance of Gödel’s
Incompleteness Theorem.

So while Diophantine equations withhold their secrets from any
method, it is certainly true that algebraic number theory has been
tremendously successful in making them more accessible — a case

1see the documentary Julia Robinson and Hilbert’s 10th problem
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in point will be our study of Pell’s equation

x2 − y2d =


±1 if d ≡

(4)
2, 3

±4 if d ≡
(4)

1
(d squarefree).

But we shall begin instead with a pair of fun examples to introduce
the topic.

Lagrange’s four-square theorem. I claim that for any N ∈ N,
there exist w, x, y, z ∈ Z such that

N = x2 + y2 + z2 + w2;

that is, N is a “4-square”. (Note that any of x, y, z, w are allowed to
be 0.)

EXAMPLE 153. 111 = 92 + 52 + 22 + 12, and 2 = 12 + 12 + 02 + 02.

Step 1: Reduction to N prime. An identity of Euler

(26)
(a2 + b2 + c2 + d2)(w2 + x2 + y2 + z2) = (aw + bx + cy + dz)2

+(ax− bw− cz+ dy)2 +(ay+ bz− cw− dx)2 +(az− by+ cx− dw)2

says that any product of 4-squares is again a 4-square. So it is suffi-
cient to prove the 4-square theorem for (odd) primes p.

Step 2: For each odd prime p, there exists 0 < m < p such that mp
is a 4-square. More precisely, we will show that mp = x2 + y2 + 1
for some x, y ∈ Z and 0 < m < p. You see, either −1 is a square
(mod p), and we can take x = 0; or the set of p+1

2 numbers (mod p)
−1− y2 and p+1

2 numbers (mod p) x2 must have an intersection, by
the pigeonhole principle. [Details are left as an exercise.]

Step 3: If mp is a 4-square, then there exists 0 < m′ < m such that m′p
is a 4-square. (Then we will be done, since by repeatedly applying
this we eventually get m′ = 1.)

Case I (m even): If 2N = w2 + x2 + y2 + z2, then there are an
even number of odd integers and an even number of even integers



18. A FIRST VIEW OF DIOPHANTINE EQUATIONS 145

amongst x, y, z, w. Group them in pairs accordingly, say x ≡
(2)

w,

y ≡
(2)

z. Then

N =
(w+x

2

)2
+
(w−x

2

)2
+
(

y+z
2

)2
+
(

y−z
2

)2

presents N as a 4-square. In particular, if mp is a 4-square, then so is
m
2 p.

Case II (m odd): Given mp = w2 + x2 + y2 + z2, with 0 < m <

p (see Step 2), choose the unique a, b, c, d ≡
(m)

w, x, y, z with −m
2 <

a, b, c, d < m
2 . Then we have

a2 + b2 + c2 + d2 ≡
(m)

w2 + x2 + y2 + z2 ≡
(m)

0

=⇒ a2 + b2 + c2 + d2 = mk,

for some 0 < k < m. (If k ≥ m, this contradicts |a, b, c, d| < m
2 ; if

k = 0, then 0 = a = b = c = d =⇒ m | x, y, z, w =⇒ m2 |
x2 + y2 + z2 + w2 = mp =⇒ m | p contradicting 0 < m < p.)

Now we use Euler’s identity (26) again, in which the left-hand
side equals (a2 + b2 + c2 + d2)(w2 + x2 + y2 + z2) = km · mp. The
right-hand side is a sum squares of four expressions, each divisible
by m: e.g.

aw + bx + cy + dz ≡
(m)

a2 + b2 + c2 + d2 = mk ≡
(m)

0,

ax− bw− cz + dy ≡
(m)

ab− ba− cd + dc = 0.

Therefore
kp = X2 + Y2 + Z2 + W2,

where k < m. This finishes Step 3 hence the proof of Lagrange’s
Theorem.

Fermat’s Last Theorem with n = 4. I make the slightly stronger
claim that

(27) X4 + Y4 = Z2
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has no solution in (all nonzero) integers. Clearly it suffices to show
there is no solution in positive integers. In fact, it suffices to prove
there is no primitive solution — that is, a solution (x, y, z) with x, y, z >

0 and gcd(x, y, z) = 1. For if a positive solution (X, Y, Z) exists with
p | X, Y, Z, then actually p2 | Z and (X

p , Y
p , Z

p2 ) is a new solution;
repeating this, one eventually arrives at a primitive one.

So suppose we have a primitive solution (x, y, z). Writing it as
(x2)2 + (y2)2 = z2, this is a Pythagorean triple. In §IV.B we will
prove that the complete list of Pythagorean triples a2 + b2 = c2 is
{(2rs, s2 − r2, s2 + r2) | r, s ∈ N}. So there must be integers r, s with
s > r such that

x2 = 2rs, y2 = s2 − r2, and z = s2 + r2.

From the primitivity assumption it also follows that (r, s) = 1, and
(y, z) = 1 (since any prime dividing y and z also would divide x).

We rewrite (27) as

(28) x4 = (z− y2)(z + y2)
(
= 2r2 · 2s2

)
.

Suppose r ∈ N divides both factors on the right-hand side of (28).
Then

r | z− y2 + z+ y2 = 2z and r | z+ y2− (z− y2) = 2y2 =⇒ r | 2,

and so (z− y2, z + y2) = 2 (and not 2k>1). Using (28) again, we find

(a) z− y2 = 2a4 (a odd) and z + y2 = 23b4; or
(b) z− y2 = 23a4 and z + y2 = 2b4 (b odd).

If (a) holds, then 2y2 = 23b4 − 2a4 =⇒ y2 = 4b4 − a4 =⇒ y2 ≡
(4)

−a4 ≡
(4)
−1, which is impossible as−1 is not a quadratic residue mod

4.
So (b) holds (with both a and b nonzero), and adding/subtracting

equations yields

y2 = b4 − 4a4

z = b4 + 4a4,
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which imply

(29) 4a4 = (b2 − y)(b2 + y) 0 < b < z.

Suppose some prime p divides b2 − y and b2 + y. Then p | 2b2 and
p | 2y. If p 6= 2 then p divides y and 2b4 − y2 = z, hence also z− y2

and z + y2, which contradicts (z − y2, z + y2) = 2. So p = 2, and
(b2 − y, b2 + y) = 2. (It can’t be 2k>1, since b is odd.)

So we can rewrite (29) as

a4 =
(

b2−y
2

) (
b2+y

2

)
with the right-hand factors relatively prime (and nonzero). By the
fundamental theorem of arithmetic, we conclude from this that b2 −
y = 2c4 and b2 + y = 2d4, and so

(30) b2 = c4 + d4 , where 0 < b < z.

In fact, since c and d are coprime and nonzero (we may take them to
be positive), (c, d, b) is a second primitive solution to (27), like the so-
lution (x, y, z) we started with. But there is an important difference:
b is smaller than z.

This is the end of the proof: we could always have taken (x, y, z)
to be a primitive solution with minimal z (> 0). The method of de-
scent just described (and essentially due to Fermat) then produces
a primitive solution with smaller z (> 0), which is absurd. Conse-
quently, there can’t have been a primitive solution, hence any solu-
tion in nonzero integers, in the first place.
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Quadratic Diophantine equations

We now begin the more systematic investigation of equations of
degree two and three.1

The equation x2 + y2 = z2 (Pythagorean triples). First note that
from any solution we get infinitely many by (kx, ky, , kz), k ∈ Z.

DEFINITION 154. A triple (a, b, c) ∈ Z3 is primitive if gcd(a, b, c) =
1, and Pythagorean if a2 + b2 = c2.

We shall now find all primitive Pythagorean triples. First, we
cannot have a, b, c ≡

(2)
0 (since the gcd is 1); and so a and b cannot

both be even (otherwise, c would be). If a and b were both odd, then
a2 + b2 ≡

(4)
1 + 1 = 2; but c2 ≡

(4)
2 is impossible! Without loss of

generality we can therefore assume a even and b odd, hence c odd.
Next, put a = 2n, and note that

a2 = c2 − b2 = (c− b︸ ︷︷ ︸
even

)(c + b︸ ︷︷ ︸
even

).

Put c− b = 2v, c + b = 2w; we then have

(2n)2 = 2v · 2w

hence

(31) n2 = vw

where n, v, w 6= 0. If a prime g | v, w, then g divides w− v = b and
w + v = c, which gives g | a, a contradiction. Therefore (v, w) = 1.

But if v and w have no common prime factors, the Fundamen-
tal Theorem of Arithmetic (unique factorization in Z) together with

1For degree one, see the material on linear Diophantine equations in [NZM].

149
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equation (31) imply v = r2 and w = s2. We conclude that b =

w − v = s2 − r2, c = w + v = s2 + r2, and a2 = 4n2 = 4vw =

4r2s2 = (2rs)2 =⇒ a = 2rs. Conversely, we can check that each
such triple is Pythagorean (try it!), proving the

THEOREM 155. The complete list of primitive Pythagorean triples is{
(2rs, s2 − r2, s2 + r2) | r, s ∈ Z\{0}; (r, s) = 1; r, s not both odd

}
.

(To get all Pythagorean triples, change the conditions on r, s to just “r, s ∈
Z”.)

REMARK 156. It is easy to see that (r, s) = 1 =⇒ no odd prime
factor of r can divide s2 − r2 or s2 + r2. But what about 2? 2 divides
2rs, and will divide s2 ± r2 ⇐⇒ s and r are both even or both odd.
If (r, s) = 1 they can’t both be even.

EXAMPLE 157. r = 40 and s = 81 give (a, b, c) = (6480, 4961, 8161).
So 49612 + 64802 = 81612 (apparently written down by the Babylo-
nians!).

The equation c2 − b2 = n.. We shall seek, for given n (e.g. a2 in
the Pythagorean equation), the number of solutions to this one.

DEFINITION 158. σk(n) := ∑d|n dk (for n ∈ N), so in particular
σ0(n) is the number of positive divisors of n.

The table

n 1 2 3 4 5 6 7 8 9 10

σ0(n) 1 2 2 3 2 4 2 4 3 4

suggests

LEMMA 159. σ0(n) odd ⇐⇒ n is a square.

PROOF. Factors come in pairs d and n
d , unless (when d =

√
n) n

is a square. �

LEMMA 160. σ0(pm) = m + 1.
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PROOF. Since this is obvious, I’ll prove that a cow has nine legs
instead. A cow has four more legs than no cow. No cow has five
legs. Done. �

LEMMA 161. σ0 is multiplicative: (m, n) = 1 =⇒ σ0(mn) =

σ0(m)σ0(n).

PROOF. The divisors of mn are de where d | m and e | n. In
fact, the correspondence between such pairs (d, e) and divisors of
mn is bijective: for if (d′, e′) is another such pair, and d′e′ = de, then
(m, n) = 1 =⇒ (e′, d) = 1 = (e, d′) =⇒ d′ = d and e′ = e. �

So if we write n = ∏ pmi
i as a product of powers of distinct

primes, then
σ0(n) = ∏

i
(mi + 1).

Now suppose (x, y) is a solution to our equation, with x, y > 0.
Put d = x + y, e = x− y, so that de = n. Since d + e = 2x, d ≡

(2)
e; and

since d− e = 2y > 0, d > e. Hence

(x, y) ∈ S :=
{(

d+e
2 , d−e

2

) ∣∣∣∣d > e > 0, de = n, d ≡
(2)

e
}

,

and conversely each element of S provides a solution.

THEOREM 162. The number of elements in S is

|S | =


1
2 σ0(n) if n odd nonsquare,
σ0(n)−1

2 if n odd square,
1
2 σ0(

n
4 ) if n even nonsquare (div. by 4),

σ0(
n
4 )−1
2 if n even square (div. by 4).

If n is even but 4 - n, then |S | = 0.

PROOF. (n odd) If de = n, then d (≡
(2)

1) ≡
(2)

e is automatic. Fur-

thermore, d determines e. So |S | is the number of divisors of n with
d > n

d , i.e. d >
√

n. Of course, e is in each case n
d , and if n is a square

then we miss out on d =
√

n = e.
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(n even) If de = n, then one (hence both) of d and e must be even.
So 4 | n (otherwise there is no solution, and |S | = 0). In this case,
d = 2d′, e = 2e′ and d′e′ = n

4 ; S identifies with{
(d′ + e′, d′ − e′) | d′e′ = n

4 , d′ > e′ > 0
}

.

The remainder of the proof is the same as for n odd. �

Pell’s equation. Let d ∈N be squarefree, and consider

(32) x2 − y2d =


±1 if d ≡

(4)
2, 3

±4 if d ≡
(4)

1.

This equation is closely related to the quadratic number field K =

Q[
√

d] with ring of integers2

OK :=


Z[
√

d] if d ≡
(4)

2, 3

Z
[

1+
√

d
2

]
if d ≡

(4)
1.

The units O∗K ⊂ OK are simply the elements which are invertible in
OK. We claim the following:

THEOREM 163. For d ≡
(4)

2, 3 (resp. 1), the units O∗K are exactly the

numbers x+ y
√

d (resp. x+y
√

d
2 ) such that x, y are integers satisfying Pell’s

equation (32).

PROOF. Assume d ≡
(4)

2, 3, so that the left-hand side of (32) is the

norm NK(x + y
√

d) = (x + y
√

d)(x− y
√

d) for K = Q[
√

d]. We may
view the norm as a homomorphism

NK : OK\{0} → Z\{0}

of multiplicative monoids (i.e. NK(αβ) = NK(α)NK(β)).

2The notation Z[µ] (resp. Q[µ]) means in general the ring of polynomials in µ
with integer (resp. rational) coefficients, but here α satisfies a quadratic equation
µ2 = d or µ2 = µ + b (b ∈ Z resp. Q), so every “polynomial” is equal to a unique
expression of the form a + bµ, with a, b ∈ Z (resp. Q). That is, for our purposes
here, Z[µ] = {a + bµ | a, b ∈ Z}.
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If α = x + y
√

d ∈ O∗K, then there exists β ∈ OK with αβ = 1

=⇒ 1 = NK(1) = NK(αβ) = NK(α)NK(β)

with both NK(α), NK(β) ∈ Z. Hence NK(α) = ±1 and (x, y) satisfies
Pell.

Conversely, if NK(α) = ±1 for some α = x + y
√

d ∈ OK, then
(writing α̃ = x− y

√
d) αα̃ = ±1 =⇒ α(±α̃) = 1 =⇒ α invertible

in OK =⇒ α ∈ O∗K.

For the case d ≡
(4)

1, one just has to write α = x+y
√

d
2 so that

4NK(α) = x2 − y2d, and Pell again is equivalent to NK(α) = ±1. �

Powers of units are units, and it turns out that there exists a “fun-
damental unit” u = x1 + y1

√
d (to be proved in §IV.C) such that

O∗K =
{
±u` | ` ∈ Z

}
.

Let’s apply this to d = 5, for which OK = Z
[

1+
√

5
2

]
and

ϕ =
1 +
√

5
2

— the golden ratio, which satisfies 1+ ϕ = ϕ2 — is our u. Writing as

above ˜x + y
√

d := x− y
√

d, and defining (xn, yn) ∈ Z2 by

ϕn =
xn + yn

√
d

2
,

we have
xn = ϕn + ϕ̃n, yn =

ϕn − ϕ̃n
√

5
.

Since each ϕn ∈ O∗K, by Theorem 163 each (xn, yn) solves the equa-
tion

(33) x2 − 5y2 = ±4.
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Now y0 = 0, y1 = 1, and (using 1 + ϕ = ϕ2, 1 + ϕ̃ = ϕ̃2)

yn−2 + yn−1 =
ϕn−2 − ϕ̃n−2 + ϕn−1 − ϕ̃n−1

√
5

=
ϕn−2(1 + ϕ)− ϕ̃n−2(1 + ϕ̃)√

5

=
ϕn − ϕ̃n
√

5
= yn.

Therefore the {yn} are the Fibonacci numbers, and the (±xn,±yn)

give the complete solutions of (32), which is not just a set but a group
(namely O∗

Q[
√

5]
) of the form [i.e. isomorphic to] Z× (Z/2Z).
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Units in quadratic number rings

Let d ∈ Z be non-square, K = Q(
√

d). (That is, d = e2 f with f
squarefree, and K = Q(

√
f ).) For α = a + b

√
d ∈ K, NK(α) = αα̃ =

a2 − b2d ∈ Q. If d ≡
(4)

1, take S := Z[
√

d] or Z
[

1+
√

d
2

]
; otherwise

take S := Z[
√

d]. This is a bit more general than the setting of §IV.B:
in the cases (i) d not squarefree or (ii) d ≡

(4)
1 and S = Z[

√
d], S will

be a proper subring of OK. (We will still call S “a ring of integers
in K”, just not “the” ring of integers, which is OK.) The idea is that
this extra generality might allow one to treat some extra Diophantine
equations.

Clearly the norm NK takes integer values on S, since S ⊂ OK. If
for α ∈ S, NK(α) = ±1, then α−1 = NK(α) · α̃ ∈ S. Conversely, if
α, α−1 ∈ S then NK(α)NK(α

−1) = NK(αα−1) = NK(1) = 1 forces
N(α) = ±1 (since both N(α), N(α−1) must be integers). So the units

S∗ = {α ∈ S | NK(α) = ±1} .

The quadratic imaginary case. The following result sums it up:
the units are just the (exceedingly few) roots of unity.

PROPOSITION 164. Let d < 0, with S as above. Then S∗ = {±1}
unless:
• d = −1 and S = Z[

√
−1] ( =⇒ S∗ = {±1,±i}); or

• d = −3 and S = Z
[

1+
√
−3

2

]
( =⇒ S∗ = {±1,±ω,±ω2} where

ω = e
2πi

3 = −1+
√
−3

2 ).

PROOF. CASE 1 (S = Z[
√

d]): The solutions to Pell’s equation

1 = NK(x + y
√

d) = x2 + y2|d|

are (±1, 0) and, if d = −1, (0,±1).
155
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CASE 2 (d ≡
(4)

1, S = Z[1+
√

d
2 ]): We have to solve±1 = NK(

x+y
√

d
2 ),

or equivalently
4 = x2 + y2|d|.

The options are (±2, 0) and, if d = −3, (±1,±1) (4 possibilities). �

The fundamental unit in a real quadratic ring of integers. In
this case the units form an abelian group of rank1 one:

THEOREM 165. Let d > 1, and S be as above. Then S has a least unit
u > 1, and S∗ = {±ur | r ∈ Z} . That is, {α ∈ S∗ | α > 1} is nonempty
and has a least element; and together with −1, the element generates S∗.

DEFINITION 166. The element u ∈ S∗ in Theorem 165 is called a
fundamental unit for S (or for K, if S = OK).

EXAMPLE 167 (S = OK).
•d = 3 =⇒ u = 2 +

√
3

•d = 94 =⇒ u = 2143295 + 221064
√

94
• d = 95 =⇒ u = 39 + 4

√
95

REMARK 168. These results (the Theorem and Proposition above)
have a beautiful generalization due to Dirichlet: any algebraic num-
ber field (fields which are also finite dimensional vector spaces over
Q) K has n = dimQ K distinct embeddings in the complex numbers C,
which may further be subdivided into r1 embeddings in R and r2

complex-conjugate pairs of complex embeddings, with r1 + 2r2 = n.
Dirichlet’s Theorem on Units says that if OK := K ∩ Z̄ denotes the
numbers solving a monic polynomial equation with integer coeffi-
cients, then

O∗K ∼= Zr1+r2−1 × {roots of 1 in K}.
Proposition 164 corresponds to the case r1 = 0, r2 = 1, while Theo-
rem 165 corresponds to the case r1 = 2, r2 = 0.

1Any finitely generated abelian group is of the form G ∼= Zr ×
{finite abelian group}. The rank of G is defined to be r.
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Now let n ∈ N, and take m to be the nearest integer to n
√

d,
so that m

n is the best approximation to
√

d with denominator n; in
particular,

(34) |m− n
√

d| < 1
2 =⇒

∣∣∣m
n
−
√

d
∣∣∣ < 1

2n
.

If we “know something” about
√

d, we should be able to get a better
approximation (relative to the denominator)2 than (34). So assuming
S∗\{±1} is nonempty, let α = a + b

√
d ∈ S∗ with a, b > 0. (One of

±α0,±α̃0 has this form for any α0 ∈ S∗\{±1}.) We find

|b
√

d− a| = |α̃| = 1
|α| =

1
α
=

1

a + b
√

d
<

1

b
√

d
<

1
b

,

which indeed yields an approximation∣∣∣√d− a
b

∣∣∣ < 1

b2
√

d
improving (34). This motivates

DEFINITION 169. We will call

A := {α = a + b
√

d ∈ S | a, b ∈N, |α̃| < 1
b︸ ︷︷ ︸

(∗)

}

the set of “well-approximable” elements of S.

REMARK 170. To illustrate the terminology, I note that in |2a −
α| = |α̃| < 1

b , one may regard 2a as an approximation to α. But one
can do much better: (∗) actually ensures that

2a− a2 − b2d

2a− a2−b2d
2a− a2−b2d

···

converges rapidly to α. The resulting connection between solutions
of Pell’s equation and continued fractions was of great historical im-
portance in the development of Diophantine analysis.

Our argument above shows that about a quarter of S∗ lies in A;
what we really want to do is go in the opposite direction: show how

2but (necessarily) with a different denominator
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to get a unit “out of” A, which first involves showing A is “big” and
bounding norms of its elements.

LEMMA 171. |A| = ∞.

PROOF. Suppose otherwise: then there exists n ∈N such that

(35)
1
n
< |α̃| (∀α ∈ A).

Since the n + 1 numbers

λr := r
√

d− br
√

dc, r = 0, 1, . . . , n

lie in [0, 1) = ∪n
i=1[

i−1
n , i

n ), two must lie in the same subinterval:

1
n
> |λs − λt| =

∣∣∣(bt√dc − bs
√

dc)− (t− s)
√

d
∣∣∣ =: |a− b

√
d|,

where we may assume t > s so that a, b > 0. Hence,

1
b
≥ 1

n
> |a− b

√
d| =: |α̃|

and α belongs to A, contradicting (35). �

LEMMA 172. α ∈ A =⇒ |N(α)| < 1 + 2
√

d.

PROOF. Write α = a + b
√

d = α̃ + 2b
√

d. Then α ∈ A implies
|α̃| < 1

b and a, b > 0, so that

|N(α)| = α · |α̃| <
(

1
b + 2b

√
d
)
· 1

b = 1
b2 + 2

√
d ≤ 1 + 2

√
d.

�

LEMMA 173. There exist elements α = a + b
√

d and α′ = a′ + b′
√

d
of A such that
(i) α > α′ > 0,
(ii) |N(α)| = |N(α′)| = n, and
(iii) a ≡

(n)
a′, b ≡

(n)
b′.

PROOF. Set

An,r,s := {α ∈ A | |N(α| = n, a ≡
(n)

r, b ≡
(n)

s}
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for each of the finitely many integer 3-tuples (n, r, s) with

1 ≤ n < 1 + 2
√

d, r ∈ {0, 1, . . . , n− 1}, s ∈ {0, 1, . . . , n− 1}.

By Lemma 172, each α ∈ A lies in one of these. Since (by Lemma
171) |A| = ∞, some An,r,s contains more then one element. (Note
that α′ = a′ + b′

√
d > 0 because a′, b′ ∈N.) �

We are now prepared for the first big step toward Theorem 165:

PROPOSITION 174. There exists v ∈ Z[
√

d]∗ such that v > 1.

PROOF. With α = a +
√

d and α′ = a′ + b′
√

d as in Lemma 173,
set v := α

α′ ∈ Q(
√

d) and γ := a−a′
n + b−b′

n

√
d ∈ Z[

√
d]. We evidently

have α = α′ + nγ, which together with n = |N(α′)| = ±α′α̃′ yields

v = 1 +
nγ

α′
= 1± α̃′γ ∈ Z[

√
d].

Finally, since ±N(α) = n = ±N(α′),

N(v) =
N(α)

N(α′)
= ±1,

and α > α′ > 0 =⇒ v > 1. �

LEMMA 175. For α = a + b
√

d ∈ Q(
√

d),

a, b > 0 ⇐⇒ α >
√
|N(α)|.

PROOF. We have

α >
√
|N(α)| ⇐⇒ α2 > |N(α)| and α > 0

⇐⇒ α2 > α|α̃| > 0

⇐⇒ α > |α̃|

⇐⇒ α > ±α̃

⇐⇒ a, b > 0,

since a = α+α̃
2 and b = α−α̃

2
√

d
. �

At last we are ready for the
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PROOF OF THEOREM 165. With v as in Proposition 174, set

Uv := {α ∈ S∗ | 1 < α ≤ v} ,

which is nonempty (as it contains v). Now writing α = a+b
√

d
2 (so as

to include the case S = Z[1+
√

d
2 ]), we have by Lemma 173

α ∈ Uv =⇒ v ≥ α > 1 =
√
|N(α)|

=⇒ a, b > 0 and α ≤ v

=⇒ a
2

,
b
2
< v.

So the cardinality |Uv| ≤ (2v)2 < ∞, and Uv therefore has a least
element u, which is then also the least element of {α ∈ S∗ | 1 < α}
(i.e. a fundamental unit).

Clearly S∗ contains {±um | m ∈ Z}. To show the reverse inclu-
sion, let x ∈ S∗. Then |x| = ±x ∈ S∗, and there exists an r ∈ Z

such that ur < |x| ≤ ur+1 (indeed, r = b log |x|
log u c). Multiplying by u−r

yields 1 < |x|u−r ≤ u, with |x|u−r ∈ S∗. But by “leastness” of u, we
must then have |x|u−r = u, hence |x| = ur+1 and x = ±ur+1. �

Computing the fundamental unit. Recall that d ∈ N is non-
square, and S := Z[

√
d] or (only in case d ≡

(4)
1) Z[1+

√
d

2 ]; we have

S ⊆ OK for K = Q(
√

d).

THEOREM 176. For S = Z[
√

d] (resp. Z[1+
√

d
2 ]), let a, b ∈ N give

a solution of a− db2 = ±1 (resp. a2 − db2 = ±4), with b least possible.
Then a + b

√
d (resp. a+b

√
d

2 ) is a fundamental unit of S.

PROOF. (I will do the case S = Z[1+
√

d
2 ]; the other one is similar.)

Let d = 5; the solution of a2− 5b2 = ±4 with least possible b ∈N

is (a, b) = (1, 1), so set u := 1+
√

5
2 . Now any w ∈ S is of the form

s+t
√

5
2 , s, t ∈ Z; and 1 < w ∈ S∗ =⇒ N(w) = ±1 (and w > 1)

=⇒ w >
√
|N(w)|, which by Lemma 173 =⇒ s, t > 0 =⇒

s, t ≥ 1 =⇒ w ≥ u. So u is the fundamental unit (= least element
of {α ∈ S∗ | α > 1}, by Theorem 165).
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Next let d 6= 5 (i.e. d > 5 with d ≡
(4)

1), and take v := m+n
√

d
2

(with m, n ∈ Z) to be a fundamental unit of S. By definition we have
v > 1, and so Lemma 173 =⇒ m, n > 0. Now

±4 = N(2) · N(v) = N(2v) = N(m + n
√

d) = m2 − n2d.

So we have two solutions (in N×N) to x2 − dy2 = ±4: (m, n) and
(a, b). As the second of these has b least possible, n ≥ b. Put w :=
a+b
√

d
2 .
I claim that w belongs to {α ∈ S∗ | α > 1}. Indeed, reducing

a2 − db2 = ±4 modulo 2 gives a2 − b2 ≡
(2)

0 =⇒ a ≡
(2)

b =⇒ w ∈ S;

and N(w) = a2−b2d
4 = ±1 =⇒ w ∈ S∗; finally, a, b ∈N =⇒ w > 1.

So the claim holds, and since v is least in {α ∈ S∗ | α > 1}, v ≤ w.
In fact, by Theorem 165 (regarding structure of S∗), we must have
w = vr for some r ∈N.

It now suffices to show that r = 1. Suppose instead that r > 1:
then writing out w = vr as

a + b
√

d
2

=

(
m + n

√
d

2

)r

=
mr + (r

1)n
√

dmr−1 + · · ·
2r

and comparing coefficients of
√

d yields

b
2
=

rnmr−1

2r + · · · ≥ rnmr−1

2r .

Since n ≥ b, multiplying through by 2r gives

2r−1b ≥ rnmr−1 ≥ rbmr−1

hence (using r > 1)

2r−1 ≥ rmr−1 > mr−1,

which forces m = 1. So the Pell equation becomes

12 − n2d = ±4(= −4) =⇒ n2d = 1 + 4 = 5,

which is a contradiction as d > 5.
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Therefore r = 1 and the minimal-b-solution w equals the funda-
mental unit v, as desired. �

Exercises
(1) Find the fundamental units of Q(

√
d) (that is, of its ring of inte-

gers) for d = 7, 30, and 53.
(2) Use a unit in Z[

√
30] to prove that the difference between 241/44

and
√

30 is less that 5× 10−5.
(3) Let n ∈ Z, n > 2 and put d = n2 − 2. Show that n2 − 1 + n

√
d is

a unit of Z[
√

d]. Is it necessarily the fundamental unit? (Give a
proof or a counterexample.)



CHAPTER 21

Pell’s equation and related problems

Let d ∈ Z be non-square, K = Q(
√

d). As usual, we take S :=
Z[
√

d] (for any d) or Z
[

1+
√

d
2

]
(only if d ≡

(4)
1). We have proved that

• S has a least (“fundamental”) unit u > 1, and S∗ = {±ur |
r ∈ Z},
• u = a+ b

√
d (resp. a+b

√
d

2 ) where (a, b) is the positive-integral
solution of x2 − y2d = ±1 (resp. ±4) with b as small as pos-
sible,

and promised some examples. Here they are:

EXAMPLE 177 (S = Z[
√

2]). (a, b) = (1, 1) yields the minimal-b
solution (in N×N) to a2 − 2b2 = ±1; so u = 1 +

√
2 is the funda-

mental unit.

EXAMPLE 178 (S = Z[
√

20]). Notice that a2− 20b2 = ±1 is equiv-
alent to “20b2 ± 1 is a square”. So we make a table

b = 1 2 · · ·
20b2 + 1 = 21 81 · · ·
20b2 − 1 = 19 79 · · ·

in which (from left to right) the first square to appear is 81 = a2,
a = 9. So a minimal-b solution is (a, b) = (9, 2), and the fundamental
unit is u = 9 + 2

√
20.

163
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EXAMPLE 179 (S = Z[
√

14]). To solve a2 − 14b2 = ±1, we again
make a table:

b = 1 2 3 4 · · ·
14b2 + 1 = 15 57 127 225 = 152 · · ·
14b2 − 1 = 13 55 125 223 · · ·

and conclude that u = 15 + 4
√

14.

EXAMPLE 180 (S = Z[1+
√

17
2 ]). Look at a2 − 17b2 = ±4, and

b = 1 2 · · ·
17b2 + 4 = 21 72 · · ·
17b2 − 4 = 13 64 · · ·

=⇒ u = 8+2
√

17
2 = 4 +

√
17.

Of course, you won’t be able to do them all by hand:

EXAMPLE 181 (S = Z[
√

46]). u = 24335 + 3588
√

46.

But obviously the algorithm we have been using could be set up
vey easily in PARI.

Apparently the integral solutions of Pell’s equation

(36) x2 − dy2 = ±1 (d ∈N nonsquare)

had been studied with partial success in medieval India, and before
that by Diophantus himself. We know that they are in 1-1 correspon-
dence with the units Z[

√
d]∗ (via x + y

√
d), and that the same goes

(via x+y
√

d
2 ) for solutions of

(37) x2 − dy2 = ±4 (d ∈N nonsquare, d ≡
(4)

1)

and Z[1+
√

d
2 ]∗. We can therefore find all solutions to (36)-(37) by

computing a fundamental unit u and taking ±ur (r ∈ Z). If u =

x1 + y1
√

d, then setting

ur =: xr + yr
√

d,
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we have ũr = xr − yr
√

d and

(38) xr =
ur + ũr

2
, yr =

ur − ũr

2
√

d
.

Now suppose for simplicity that (x1, y1) satisfies

(39) X2 − dY2 = +1.

We would like to geometrically interpret multiplication in Z[
√

d]∗

on the hyperbola X

X

(1,0)

x

y

comprising solutions of (39), so as to view our correspondence be-
tween units and solutions as a homomorphism (in fact, isomorphism)
of groups. That is, we want a group law1 on the points of X (and for
the integer points to be closed under this binary operation).

Given points p1 and p2 on X, draw the line L = Lp1 p2 :

2

x

y

X

L

p

p

1

1This is another standard term for “binary operation satisfying the group axioms”.
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(If p1 = p2, then L is the line tangent to X at this point.) Next, parallel-
translate this line until it goes through (1, 0) and one other point p3,

3

x

y

L

1
p

2p

X

L’

(1,0)

p

and call the result L′. Finally, set

p1 ∗ p2 := p3;

(1, 0) is clearly the identity element in this (evidently abelian) group.2

But wait: we have not checked existence of inverses, or closure, or
associativity! So how do we know the integer points of X, written
X(Z), constitute a group? The following will take care of that:

THEOREM 182. The map

ϕ : Z[
√

d]∗ → X(Z)

sending x + y
√

d 7→ (x, y), identifies “·” (multiplication) on the left-
hand side with “∗” on the right-hand side, and is 1-to-1 and onto. Hence
(X(Z), ∗) is a group, and ϕ is an isomorphism of groups.

PROOF. It is easy to see that ϕ is a bijection: if x + y
√

d, x′ +
y′
√

d ∈ Z[
√

d]∗ have (x, y) = (x′, y′), then obviously they’re equal.
So ϕ is 1-1. Moreover, if (x, y) ∈ X(Z), then (x, y) ∈ Z2 and N(x +

y
√

d) = x2 − dy2 = +1 =⇒ x + y
√

d ∈ Z[
√

d]∗, and ϕ is onto.
Now comes the work: to compute p1 ∗ p2 = (x, y) ∗ (z, w), ob-

serve that L has slope w−y
z−x , so that L′ = {(X, Y) | X = 1+ z−x

w−yY}. To

2For those of you with some exposure to algebraic geometry, this is the group law
on the singular cubic obtained by adding the “line at infinity” in P2 to the projective
closure of the conic X.
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find p3 ∈ L′ ∩ X: (
1 + z−x

w−yY
)2

= dY2 + 1

has nonzero solution

Y =
2 z−x

w−y

d−
(

z−x
w−y

)2 =
2(z− x)(w− y)

d(w− y)2 − (z− x)2 ,

but this is not yet in a useful form. We need to use the fact that p1

and p2 lie on X, i.e. that

(40) z2 = dw2 + 1 , x2 = dy2 + 1.

Applying (40) repeatedly to the expression for Y gives

Y =
(z− x)(w− y)
zx− (dwy + 1)

=
(zx + dwy + 1)(z− x)(w− y)

z2x2 − (dwy + 1)2

=
(zx + dwy + 1)(z− x)(w− y)

d(w− y)2 =
(zx + dwy + 1)(z− x)

d(w− y)

=
d(w− y)(wx + zy)

d(w− y)
= wx + zy,

where I have left some of the work for you. Similarly, using (40), one
shows that

(w− y) + (z− x)(wx + zy) = (w− y)(xz + dyw)

hence

X = 1 +
z− x
w− y

Y = 1 +
z− x
w− y

(wx + zy) = xz + dyw.

(Note that this already proves directly that X(Z) is closed under ∗!)
The verification we are after is now simple:

ϕ{(x + y
√

d) · (z + w
√

d)} = ϕ{(xz + dyw) + (wx + zy)
√

d}

= (xz + dyw, wx + zy)

= (x, y) ∗ (z, w)

= ϕ(x + y
√

d) ∗ ϕ(z + w
√

d),
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which (together with ϕ being bijective) identifies “·” with “∗”. Hence
(Z[
√

d]∗, ·) is a group =⇒ (X(Z), ∗) is a group. With this estab-
lished, we also see that ϕ is a homomorphism, hence an isomor-
phism. �

Now to the business of solving equations. We will use the nota-
tion ϕ(x + y

√
d) := (x, y) more broadly than in the specific (group-

homomorphism) context above.

EXAMPLE 183. Suppose we wish to find all integer solutions of
x2 − 2y2 = 1. The fundamental unit of S = Z[

√
2] is u = 1 +

√
2,

so S∗ = {±um | m ∈ Z} gives all solutions of N(·) = ±1. Since
N(u) = 12 − 2 · 12 = −1, {±u2m | m ∈ Z} gives all solutions to
N(·) = 1; that is,

ϕ(±u2m) =: ±(xm, ym), m ∈ Z

yields all solutions to the equation.
As in (38),

xm =
u2m + ũ2m

2
and ym =

u2m − ũ2m

2
√

2
;

computing u2 = 3 + 2
√

2 gives

xm =
(3 + 2

√
2)m + (3− 2

√
2)m

2
and ym =

(3 + 2
√

2)m − (3− 2
√

2)m

2
√

2
.

EXAMPLE 184. Consider the equation x2 − 5y2 = 1. We take S =

Z[
√

5] (even though 5 ≡
(4)

1), for which u = 2 +
√

5, with N(u) =

22 − 5 · 12 = −1. Noting that u2 = 9 + 4
√

5, the complete list of
integral solutions is {ϕ(±u2m)} ={

±
(
(9+4

√
5)m+(9−4

√
5)m

2 , (9+4
√

5)m−(9−4
√

5)m

2
√

5

)}
.

Exercises
(1) Give formulae for all the solutions (x, y) ∈ Z × Z (if any) to

x2 − 6y2 = 1.
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(2) Give formulae for all the solutions (x, y) ∈ Z × Z (if any) to
9x2 − 7y2 = 1.





CHAPTER 22

Unique factorization in number rings

What can this possibly have to do with solving Diophantine equa-
tions?! You’re about to find out! Let’s start by reviewing the formal-
ism for solving Pell’s equation problems.

EXAMPLE 185. The equation

x2 − 75y2 = 1

can be thought of (since 75 = 523) as saying “the number x + 5
√

3y
has norm 1”. So we need to find the units (elements of norm ±1) in
S = Z[5

√
3] ⊂ Q(

√
3) and pick out those of norm +1. To determine

the units, we have to find the fundamental unit u of S. There are two
ways to do this. Either (A) use the table

b = 1 2 3 · · ·
75b2 + 1 = 76 301 676 = 262 · · ·
75b2 − 1 = 74 299 674 · · ·

or (B) use the facts that Z[5
√

3]∗ ⊂ Z[
√

3]∗ and that the fundamental
unit of Z[

√
3] is v = 2 +

√
3 (easier to find), so that u is the first

power (namely v3) of v lying in Z[5
√

3]. Both (A) and (B) give u =

26 + (5
√

3)3 = 26 + 15
√

3, and N(u) = 676 − 225 · 3 = 1 =⇒
{ϕ(±um)} is the complete list of solutions.1

EXAMPLE 186. What if we are presented with an equation such
as

x2 − 14y2 = 5?

This isn’t of “Pell-equation type”.

1Recall that here ϕ(x + y
√

d) just means (x, y).

171
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Let’s set S = Z[
√

14] and see how far we can get. First, u =

15 + 4
√

14 from Example IV.D.3, and N(u) = 1. Now we note that

5 = −(3 +
√

14)(3−
√

14)

in S. Given α = x + y
√

14 ∈ S with N(α) = 5, we have

αα̃ = 5 =⇒ α | 5 = −ββ̃ in S.

Suppose we could conclude from this that α | β or α | β̃ — after
all, α has prime norm so itself is “irreducible” in the sense that any
factorization α = rs (in S) must have N(r) = 1 or N(s) = 1 ( =⇒ r
or s a unit). Since α, β, β̃ all have norm ±5, we would then have β/α

or β̃/α a unit =⇒
α = ±umβ or ± um β̃.

Now reason that
N(β) = ββ̃ = −5

and so

N(α) = N(β) · N(±1) · N(u)m = −5 · 1 · 1m = −5,

rather than 5, a contradiction. So x2 − 14y2 = 5 has no integer solu-
tions.

EXAMPLE 187. The last example can also be done by reducing
modulo 7, but this one

x2 − 14y2 = −5

can’t be. Because there are solutions, and we want all of them. (Greedy,
innit?) Applying the same reasoning as above, we get α = ±umβ or
±um β̃, and now there is no contradiction. The complete list of solu-
tions is now simply

(x, y) =
(

α+α̃
2 , α−α̃

2
√

14

)
=


(
±umβ+ũm β̃

2 ,±umβ−ũm β̃

2
√

14

)
or
(
±um β̃+ũmβ

2 ,±um β̃−ũmβ

2
√

14

)
.
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For instance, the top solution, with “+”-sign and m = 0 yields (x, y) =
(3, 1); and if m = 1, it gives (x, , y) = (101, 27). Indeed, 1012 − 14 ·
272 = 10201− 10206 = −5.

The property we are assuming for S = Z[
√

14] to make the leap

α | ββ̃ and α irreducible =⇒ α | β or α | β̃

is called unique factorization, or to us, a “unique opportunity” to push
our knowledge of rings a bit further!

DEFINITION 188. A domain (in this course) is a commutative ring
R with the property a, b ∈ R\{0} =⇒ a · b ∈ R\{0}.

As usual, the units (invertible elements) R∗form an (abelian) group.

DEFINITION 189. Two elements a, b ∈ R are associate ⇐⇒ a = ub
for some u ∈ R∗. (In this case we write a ∼ b.)

(For example, we had α ∼ β or α ∼ β̃ above.) As usual, we shall
say that a divides b (and write a | b) when b = ac for some c ∈ R.
Note that

• a | b and b | a ⇐⇒ a ∼ b,

since then b = ac = bdc =⇒ (dc− 1)b = 0 =⇒ dc = 1 (since R is a
domain) =⇒ c is a unit. Moreover,

• for a, b ∈ R = Z[
√

d] (or Z[1+
√

d
2 ]), a | b =⇒ N(a) | N(b).

(Why?)

DEFINITION 190. (a) A nonzero r ∈ R\R∗ is irreducible if the fol-
lowing property holds: r = ab (a, b ∈ R) =⇒ a ∈ R∗ or b ∈ R∗.

(b) A nonzero r ∈ R\R∗ is prime if the following property holds:
r | ab (a, b ∈ R) =⇒ r | a or r | b.

In Z, of course, primeness and irreducibility are the same thing.

EXAMPLE 191. In R = Z[
√
−6], let β = 1 + 3

√
−6; then we cal-

culate

ββ̃ = (1 + 3
√
−6)(1− 3

√
−6) = 1 + 54 = 55 = 5 · 11.
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Suppose β = ab in R. Then

N(a)N(b) = N(β) = ββ̃ = 55 =⇒ N(a) = 1, 5, 11, or 55.

If a = x + y
√
−6 has norm 5 or 11, we have

x2 + 6y2 = 5 or 11,

which is visibly impossible. Therefore N(a) = 1 and N(b) = 55 (or
vice versa), and a (or b) is a unit! So β, and by similar reasoning β̃, 5,
and 11, are all irreducible in R.

Now suppose 5 is prime in R. We would have 5 | β or 5 | β̃, i.e.
that 1±3

√
−6

5 lies in R, which is clearly not true. So irreducibility does
not imply primeness in an arbitrary quadratic number ring, and this is
tied to nonuniqueness of factorization (or “failure of the fundamen-
tal theorem of arithmetic”) in R.

On the other hand:

PROPOSITION 192. In a domain R, π ∈ R prime =⇒ π irreducible.

PROOF. Write π = ab. (We want to show that a or b belongs to
R∗.) Now π | ab and π prime imply that π | a or π | b, say π | a.
Then a = πρ =⇒ π = ab = (πρ)b = π(ρb) =⇒ π(ρb− 1) = 0
=⇒ ρb = 1 (since π 6= 0 and R is a domain). Conclude that b ∈ R∗

as desired. �

So, when does the converse hold? (We hinted as much for Z[
√

14],
after all.)

DEFINITION 193. A domain R is called a UFD (unique factoriza-
tion domain) if every r ∈ R\{0} factors into a product of irreducible
elements and the factorization is unique up to reodering and asso-
ciates. (That is, if x = up1 · · · pr = vq1 · · · qs with u, v ∈ R∗ and all
pi,qi irreducible, then r = s and pi ∼ qσ(i) (∀i) for some permutation
σ ∈ Sr.)

PROPOSITION 194. In a UFD R, π ∈ R irreducible =⇒ π prime.
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PROOF. Let π be irreducible; in particular, π 6= 0 and π /∈ R∗.
Suppose that π | ab. We want to show that π | a or π | b.

Decomposing a, b into irreducibles

a = p1 · · · p`, b = p`+1 · · · pr =⇒ ab = p1 · · · pr.

Now π | ab =⇒ πρ = ab, ρ = q1 · · · qs (qi irreducible) =⇒
πq1 · · · qs = p1 · · · pr, and since R is a UFD, we conclude that π ∼ pi

for some i, hence that π | a or b. �

EXAMPLE 195. Z and Z[
√

14] are UFDs, the former by the Fun-
damental Theorem of Arithmetic. I won’t prove the latter now, but it
justifies our examples above. Z[

√
−6] is not a UFD, as Example 191

demonstrates.

In order to treat one more example, we introduce the notion of
ideals in a ring:

DEFINITION 196. An ideal I in a commutative ring R is a sub-
group of (R,+, 0) which is closed under multiplication by elements
of R: that is, we have “IR ⊆ I”. The principal ideal generated by
α ∈ R is (α) := {rα | r ∈ R}. More generally, the ideal generated by
α1, . . . , αs ∈ R is (α1, . . . , αs) = {α1r1 + · · · + αsrs | r1, . . . , rs ∈ R}.
(You should check that these are closed under multiplication by R.)

It turns out that we can “take the quotient” R/I to get a new
(commutative) ring with elements the group-cosets r + I. In partic-
ular, multiplication is well-defined since

(r + I)(s + I) = rs + rI + sI + I2 = rs + I,

which would not work were I just a subring.

EXAMPLE 197. Z/(m) = Z/mZ. So these are familiar!

Here is an example of how to apply this to Diophantine equa-
tions:

EXAMPLE 198. Consider the equation

(41) x2 − 126y2 = −5.
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We first try to proceed in analogy to Examples 186-187: since 126 =

14 · 32, we use S = Z[3
√

14] in Q(
√

14). The fundamental unit
u ∈ Z[

√
14]∗ is 15 + 4

√
14, and u0 := u2 = 449 + 120

√
14 is the

fundamental unit in S∗.
Write 5 = −ββ̃ as before. Given α ∈ S with N(α) = −5, by the

reasoning of Examples 186-187 we would like to conclude that

α = ±um
0 β = ±u2mβ

(or the same with β̃). Trouble is, this is wrong. The problem being
that β, β̃ don’t belong to S!!

Another approach is needed, and this is where an ideal comes
in. Rewrite the equation (41) as x2 − 14(3y)2 = −5, or substituting
Y := 3y,

(42) x2 − 14Y2 = −5.

From Example 187, we have the solutions to this for x, Y ∈ Z; now
we just need to single out those solutions with

3 | Y.

This is equivalent to finding those α with α ≡ an integer in Z[
√

14]/(3).
(Here (3) means the principal ideal generated by 3 in Z[

√
14].) We

have β ≡
√

14 mod (3), and u±1 ≡ ±
√

14 mod (3). So amongst the
solutions α = ±umβ,±um β̃ to (42), we want

α = ±u2m+1β,±u2m+1β̃

since modulo (3) these yield even powers of
√

14 (hence integers).
The corresponding solutions to our original equation (41) are now

x =
α + α̃

2
, y =

1
3
· α− α̃

2
√

14
.
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As we shall see later, ideals are tied to the unique factorization
property: for a number ring R,

R UFD ⇐⇒ irreducibles are prime in R

⇐⇒ ideals are all principal in R

⇐⇒ the group Cl(R) :=
ideals

principal ideals
is trivial.

The abelian group Cl(R), which turns out to be finite for any number
ring R, is called the ideal class group and has been a central object
in algebraic number theory for well over a century.





CHAPTER 23

Elliptic curves

Turning to cubic (degree 3) equations, we shall begin with a geo-
metric discussion which should make the number-theoretic aspects
easier to visualize in the sections that follow.

Overview. For the purposes of this course, an elliptic curve will
(almost) be the set of solutions to a “Weierstrass equation”

(43) y2 = x3 + Ax + B

whose discriminant 4A3 + 27B2 6= 0. The “almost” means that we
have to add one more point o, the “point at infinity”, which is postulated
to be on every vertical line. When speaking abstractly of this “curve”
we shall denote it by E. When we want to refer to the solutions in a
particular field F, we shall denote that set by E(F). Let F = C for
the moment.

You may wonder what “adding the point o” really means. It
means that we are thinking in projective space

P2(C) :=
(

C3 \ {0}
)/

(X, Y, Z) ∼
∀λ∈C∗

(λX, λY, λZ)

= 3-tuples [X : Y : Z], with X, Y, Z not all 0, up to rescaling

= lines through the origin in C3

= C2

[x:y:1]
∪ “line at ∞”

[x:y:0]

where the equation of E is

Y2Z = X3 + AXZ2 + BZ3.
179
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Indeed, plugging in [x : y : 1] gives back the original equation,
whereas plugging in [x : y : 0] gives 0 = x3, with the unique so-
lution [0 : 1 : 0] ∈ P2(C). (This is o.)

Schematically, we can draw the picture

8
21

e
3

O

E

e
e

L

where “ei” means (x, y) = (ei, 0), and e1 + e2 + e3 = 0, as can be seen
from

x3 + Ax + B = (x− e1)(x− e2)(x− e3).
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Topologically, E(C) really takes the form of a torus1

α

β

α

β

α

β

α

0 λ

λ  + λλ

1

2
1 2

/ΛCΕ(C) (Λ=Ζ<λ ,λ >)1 2

where the isomorphism is given by integration along the curve:

p 7−→
ˆ p

o

dx
y

.

(This takes the group structure we will define later to the obvious
group structure on C/Λ, Λ the lattice generated by λ1 =

´
α

dx
y and

λ2 =
´

β
dx
y .)

Moreover, thinking of E in P2 “forces all lines to meet E in ex-
actly three points”. For example, the x-axis meets E in (e1, 0), (e2, 0),
(e3, 0), and you can think of a vertical line as meeting E in o, (x0, y0),
(x0,−y0). To make this work in general you have to think of a tan-
gent line as meeting E twice at a point of tangency (for an inflection
point, three times); “three points” is meant in the sense of adding up
these multiplicities:

1

1

1

1

3

2

The reason this works is that “restricting a cubic equation to a line
gives a cubic polynomial”, which has three solutions (over C or any
other algebraically closed field).

1not an ellipse!! The reason for the terminology “elliptic” here is historical and
somewhat obscure, having to do with the integral below being related to one that
computes the arclength of an actual ellipse.
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The group law. OK, so let’s do some math. Let K ⊆ C be a
subfield (e.g. Q, Q(

√
d), R, C) and

p = (xp, yp) , q = (xq, yq) ∈ E(K);

that is, xp, yp, xq, yq belong to K and p, q both satisfy the equation
(43):

y2
p = x3

p + Axp + B , y2
q = x3

q + Axq + B.

Take
L(K) = {(x, y) ∈ K2 | y = ax + b}

to be the line through p and q; in particular,

yp = axp + b and yq = axq + b.

L

p

q

Since E(K) ∩ L(K) ⊃ {p, q}, we must have (for some x̃)

(44) x3 + Ax + B− (ax + b)2 = (x− xp)(x− xq)(x− x̃),

which implies that

(x̃, ỹ) := (x̃, ax̃ + b) yields a third solution

(regardless of whether K is algebraically closed) to the Weierstrass
equation. Note that a is the slope of L.

Expanding (44) yields

x3 − a2x2 + (A− 2ab)x + (B− b) = x3 − (xp + xq + x̃)x2 + · · ·

=⇒ a2 = xp + xq + x̃
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=⇒ x̃ = a2 − xpxq

=
(

yq−yp
xq−xp

)2
− xp − xq

=⇒
b=yp−axp

ỹ = a(x̃− xp) + yp

=
(

yq−yp
xq−xp

)
(x̃− xp) + yp.

This gives the formula for the third intersection point as long as
xp 6= xq. In the latter case, either (xq, yq) = (xp,−yp) and the third
intersection is o; or p = q and L is the tangent line at xp. To calculate
the slope of the tangent line we write (by implicit differentiation of
(43))

2ydy = (3x2 + A)dx =⇒ a =
dx
dy

∣∣∣∣
(xp,yp)

=
3x2

p+A
2yp

=⇒ x̃ =

(
3x2

p+A
2yp

)2

− 2xp,

ỹ =

(
3x2

p+A
2yp

)
(x̃− xp) + yp,

which yields the formula for the third intersection point when p = q.
To define the group law, given p, q ∈ E(K) we set

p ∗ q := (x̃, ỹ) = third intersection point of Lpq and E :

o

p

q

p*q

Step 1

EpqL
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Then, we draw the line through o and p ∗ q, and define p + q to be
the third intersection point of that line with E:

=:p+q

p

q

p*q

o

E

L’

Step 2

Of course, while this in fact makes sense for any cubic curve, for the
Weierstrass ellipti curves we’re studying L′ is just the vertical line
through p ∗ q = (x̃, ỹ), and so p + q = (x̃,−ỹ).

By the formulas above, xp, yp, xq, yq ∈ K =⇒ x̃, ỹ ∈ K and so we
conclude

THEOREM 199. E(K) is closed under “+”, and so we have defined a
binary operation on E(K) (for any field K ⊂ C).

Actually there is one thing we haven’t tried. What happensif we
add o to p = (xp, yp)?

o+p (=p)

Step 2

L

Step 1

EE

o*p o*p

oo

L’
op

p

We get o + p = p, i.e. o is the “identity element”. (In the special
case where p = o, then both lines are the line at infinity, which hits
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o “3 times” since o is an inflection point of E.) It is clear also that
p ∗ q = q ∗ p so p + q = q + p.

Next, given p := (xp, yp), write −p := (xp,−yp). The line L =

Lp,−p is vertical and the third intersection point is p ∗ (−p) = o;
hence L′ = Lo,o = L∞ and p + (−p) = o. So inverses exist.

Finally, what about (p + q) + r = (p + q) + r, i.e. associativity? It
clearly suffices to check that (p + q) ∗ r

L
o

r

p

(p+q)*r
p*q

q
p+q

L1

(p+q)+r

L’
21L’

2

equals p ∗ (q + r):

l’

r

p

q

q*r

q+r

p*(q+r)

1

l’
2

l

p+(q+r)

o l 2

1
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A union of three lines is a cubic curve, so we have three cubics:

E, C := L1 ∪ `′1 ∪ L2, and D := `1 ∪ L′1 ∪ `2,

where the components of C are drawn in blue and those of D in red.
The Cayley-Bacharach Theorem (which we won’t prove carefully) says
that if D ∩ E and C ∩ E have 8 points in common (each intersection
has 9), then they are the same. Here, the 8 points are

p, q, r, p + q, q + r, p ∗ q, q ∗ r, and o;

so (p + q) ∗ r and p ∗ (q + r) (the 9th points of the respective inter-
sections) are forced to agree. This gives

THEOREM 200. (E(K),+, o) is an abelian group.

The idea of why Cayley-Bacharach holds is that you can divide
the equations of C and D (restricted to E) to get a meromorphic func-
tion on E(C), F := fC

fD
. The zeroes are where E meets C, the poles

where E meets D. All of these cancel at the 8 common points. If
the last 2 don’t cancel, then F is not constant, and has one zero and
one pole. With a little complex analysis one deduces from this that
F maps E(C) to P1 := C ∪ {∞} (topologically a sphere) in 1-to-1
fashion:

F

This is topologically impossible!

Exercises
(1) For this and the next 2 problems, consider the elliptic curve E

with equation y2 = x3 + x. Write down the formulas explicitly
for p + q and 2p (x and y coordinates in terms of those of p and
q).

(2) Show that (1,
√

2) ∈ E(C) has order 4 under the group law; we
call this a “4-torsion point”. Consider the automorphism µ of



EXERCISES 187

E(C) given by µ(x, y) := (−x, iy) (called a “complex multiplica-
tion”). Use this to produce 3 more 4-torsion points. Can you use
the group law to find them all? (If not, why?)

(3) Consider a point P of E with rational x-coordinate x0 = p
2aq ,

where the fraction is written in lowest terms, a is an odd natural
number, and p and q are odd integers. Show that P has infinite
order in the group law. [Hint: write (x0, y0) for this point, and
let (x1, y1) := 2(x0, y0) under the group law. Rewriting (if neces-
sary) your formula from (6) as a formula for x1 in terms of x0 and
simplifying, show that x1 is of the same form, but with larger a.
Then suppose the starting point was an N-torsion point for some
N and produce a contradiction via the pigeonhole principle.]

(4) Write X3 + AX + B = (X− e1)(X− e2)(X− e3). Prove that 4A3 +

27B2 = 0 ⇐⇒ {ei} not all distinct.





CHAPTER 24

Elliptic curves over Fp

Consider a cubic equation of the form

E : y2 = x3 + Ax + B (=: P(x)), A, B ∈ Z.

We can apply the last lecture’s results to get a group structure on
E(Q), but “E(Z)” may not be closed under “+”. That is, the set of
points with integer coordinates isn’t in general a subgroup of E(Q),
though it does contain the torsion subgroup (consisting of all ele-
ments of finite order).

Let p be an odd prime. If we define Fp := Z/pZ,

E(Fp) :=
{
(x, y) ∈ Fp ×Fp

∣∣∣∣y2 ≡
(p)

x3 + Ax + B
}
∪ {o},

then there isn’t necessarily a 2-tuple (x̃, ỹ) ∈ E(Z) (or even E(Q))
reducing (mod p) to (x, y) ∈ E(Fp), either. Consequently, if we want
a group law on E(Fp), we need to check that the construction in the
previous lecture still works.

First, we will want to be working with a nonsingular curve. In
general, given a curve C f defined by f (x, y) ≡

(p)
0, the multiplic-

ity of a point (x0, y0) ∈ C f (Fp) is the largest integer µ such that(
( ∂

∂x )
i( ∂

∂y )
j f
)
(x0, y0) ≡

(p)
0 for i + j < µ. A singularity is a point

of multiplicity > 1.

PROPOSITION 201. ∆ := 4A3 + 27B2 /≡
(p)

0 =⇒ E is nonsingular

over Fp. (We say that E “has good reduction” mod p.)

SKETCH. If E is singular, then there must exist (x0, y0) such that
y2

0− x3
0 − Ax0− B ≡

(p)
0 and 2y0 ≡

(p)
0 ≡

(p)
3x2

0 + A. Since 2 is invertible

189
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mod p, we have y0 ≡
(p)

0 hence x3
0 + Ax0 + B ≡

(p)
0 ≡

(p)
3x2

0 + A =⇒

(x− x0)
2 | x3 + Ax + B in Fp[x] =⇒ x3 + Ax + B ≡

(p)
(x− x0)

2(x−

x′). For the x2 term to be zero we must have x′ = −2x0 so

x3 + Ax + B ≡
(p)

(x− x0)
2(x + 2x0) = x3 − 3x2

0x− 2x3
0

=⇒ A ≡
(p)
−3x2

0 and B ≡
(p)
−2x3

0 =⇒ 4A3 + 27B2 ≡
(p)
−108x6

0 +

108x6
0 = 0. �

REMARK 202. In the nonsingular case, it will turn out that there
is a group homomorphism E(Q) → E(Fp), though (as indicated
above) it is not in general surjective.

Before getting into the group law, we can try to count points:

PROPOSITION 203. |E(Fp)| = p + 1 + ap, where ap denotes the sum

ap := ∑
α∈Fp

σp(α) := ∑
α∈Fp

(
α3 + Aα + B

p

)
of Legendre symbols.

PROOF. To count the points in E(Fp), we let α run through all
elements of Fp and ask (for each α) for how many β ∈ Fp we have
(α, β) ∈ E(Fp) (i.e. β2 = α3 + Aα + β). We add these up, then add 1
for the point “o” at infinity.

If σp(α) = 1, then there exists β ∈ F∗p such that β2 = α3 + Aα + β;
in this case, the points (α, β) and (α,−β) belong to E(Fp), and we
get a contribution of 2.

If σp(α) = 0, then (α, 0) ∈ E(Fp), and the contribution is 1.
If σp(α) = −1, then there does not exist a beta such that (α, β) ∈

E(Fp), and the contribution is 0.
So the number of points is 1+ ∑α(σp(α) + 1) = 1+ p + ∑p σp(α).

�

A basic result (which we won’t prove) is the Hasse bound:

THEOREM 204 (Hasse, 1933). |ap| ≤ 2
√

p.
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Now we want to analyze intersections of lines and curves over
Fp. Recall (Corollary (II.F.2)) that a nonzero polynomial P(x) ∈
Fp[x] of degree n has at most n roots, counted with multiplicity. De-
fine the intersection multiplicity of

L : g(x, y) := y− {mx + r} ≡
(p)

0

with
C : f (x, y) ≡

(p)
0

at (x0, y0) ∈ L(Fp) ∩ C(Fp) to be the largest integer M such that
f (x, mx + r) ≡

(p)
(x − x0)

Mk(x). We say that L is tangent to C at

(x0, y0) if M ≥ 2.
Let C (i.e. f ) be of degree n.

PROPOSITION 205. If the sum of intersection multiplicies of points
in L(Fp) ∩ C(Fp) exceeds n, then f = g · h in Fp[x] and C = L ∪
{curve of degree n− 1}.

PROOF. The hypothesis means that f (x, mx + r) has more than
its degree in roots, counted with multiplicity, in contradiction to Cor.
II.F.2 unless it is identically zero. Now, the division algorithm for poly-
nomials in y over Fp[x] gives

f (x, y) = (y−mx− r)︸ ︷︷ ︸
g(x,y)

h(x, y) + r(x).

(Since we are dividing g into f , with g of degree 1 in y, the remain-
der r must have degree 0 in y, i.e. it is constant with respect to y.)
Substituting y = mx + r gives

0 ≡ f (x, mx + r) = 0 · h(x, mx + r) + r(x) = r(x)

=⇒ r(x) identically zero =⇒ f = g · h. �

PROPOSITION 206. If (x1, y1), . . . , (xn−1, yn−1) are points in L(Fp)∩
C(Fp), repeated according to their multiplicity, then there is an nth point
of intersection.



192 24. ELLIPTIC CURVES OVER Fp

PROOF. By hypothesis P(x) = f (x, mx + r) has n− 1 solutions in
Fp. Repeated application of the division algorithm now gives

anxn + an−1xn−1 + · · · = P(x) = (x− x1)(x− x2) · · · (x− xn−1)q(x),

where q(x) is clearly of the form an(x− xn). Explicitly, we have

xn = −an−1a−1
n − x1 − · · · − xn−1(∈ Fp),

and (xn, mxn + r) gives an nth solution. �

The upshot is that we may construct as in §IV.F the binary pair-
ing on E(Fp), using LPQ(Fp) ∩ E(Fp) = {P, Q, P ∗ Q} (where P ∗ Q
exists by Prop. 206) and so on. We again wind up with the formulas

(45)


xP+Q =

(
yQ − yP

xQ − xP

)2

− xP − xQ

yP+Q = −
(

yQ − yP

xQ − xP

)
(xP+Q − xP)− yP

and

(46)


x2P =

(
3x2

P + A
2yP

)2

− 2xP

y2P = −
(

3x2
P + A
2yP

)
(x2P − xP)− yP.

Everything works as before except for associativity, where we shall
require a more “algebraic”

PROOF (SKETCH). Use the diagram:

B B*C

A*B o

A B+C (A+B)*C

A+B

C

E
L L L

L

L

1 2 3
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where (as before) E is defined by vanishing of f (x, y) = y2 − x3 −
Ax− B. For simplicity we wll assume that the 9 points displayed are
distinct, and that p > 3.

We want to show that (A + B) + C = A + (B + C), or equiva-
lently that (A + B) ∗ C = A ∗ (B + C), which is just the statement
that the bottom three displayed points are collinear. Put Cg = L1 ∪
L2 ∪ L3, with equation g := `1`2`3 = 0 (with `i(x, y) linear). Since
f is irreducible, by Prop. 205 Cg(Fp) ∩ E(Fp) has nine intersection
points (counted with multiplicity).

Let P0 ∈ L(Fp)\{B, C, B ∗ C} and set α := − g(P0)
f (P0)

, h := α f + g.
Clearly Ch(Fp) contains the nine points above as well as P0; indeed,
it meets L in four points. By Prop. 205 we therefore have h = ` · q
for some quadratic polynomial q; the conic Cq(Fq) it defines must
contain o, A ∗ B, A + B, A, B + C, (A + B) ∗ C (since h vanishes on
these and ` does not). But then L̃ meets Cq in the three points o, A +

B, A ∗ B, and so (again by Prop. 205) q factors as a product of linear
polynomials ˜̀ · ˆ̀ , where ˜̀ defines L̃. In particular, the line L̂ defined
by ˆ̀ must contain the remaining points A, B ∗ C, (A + B) ∗ C. Hence
they are collinear. �

So we arrive at:

THEOREM 207. The pairing given by (45)-(46) (i.e. “+”) defines the
structure of a finite abelian group on E(Fp).

EXAMPLE 208. Let E denote the curve defined by

y2 = x3 − 2x− 3

over F7. We have P := (3, 2) ∈ E(F7), as it solves the congruence
equation (22 ≡

(7)
33 − 2 · 3 − 3). One computes 2P = (2, 6), 3P =

2P + P = (4, 2), 4P = (0, 5), 5P = (5, 0), 6P = (0, 2), 7P = (4, 5),
8P = (2, 1), 9P = (3, 5), 10P = (3, 2) + (3, 5) = o (since they have
the same x-coordinate). That is, P has order 10 and we have found a
cyclic subgroup1 Z10 ≤ E(F7).

1where I am writing Zm for the group (Z/mZ,+, 0).
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There are two ways to see that these are all of the points: forst,
we could check that the Legendre symbol

(
x3−2x−3

7

)
= 1 only for

x = 0, 2, 3, 4, 5, and is otherwise −1.
Alternatively, the Hasse bound ||E(F7)| − (p + 1)| < 2

√
p im-

plies

(47) ||E(F7)| − 8| ≤ 5.

If |E(F7)| > 10, then |E(F7)|/|Z10| has to be an integer > 1 (by
Lagrange’s theorem); hence |E(F7)| ≥ 20, impossible by (47).

We conclude that E(F7) ∼= Z10.

EXAMPLE 209. Here is a much richer example of computing group
structure of E(Fp). We will look at the curve E with equation

y2 = x3 − x

over the field F71. To compute the order, note that (−1)
71−1

2 = (−1)35 =

−1 /≡
(71)

1 =⇒ −1 is not a square mod 71 =⇒

(
−α

71

)
=

(
−1
71

)( α

71

)
= −

( α

71

)
.

So for any odd function f (x) (such as x3 − x), ∑α∈F71

(
f (α)
71

)
splits

into ∑35
α=1

(
f (α)
71

)
and ∑70

α=36

(
f (α)
71

)
= ∑35

α=1

(
f (−α)

71

)
= ∑35

α=1

(
− f (α)

71

)
=

−∑35
α=1

(
f (α)
71

)
, which then cancel term by term. By Proposition 203,

we therefore have

|E(F71)| = 71 + 1 + ∑
x∈F71

(
x3 − x

71

)
= 72 = 8× 9.

Now given any P ∈ E(F71), setting Q := −8P, R := 9P gives
P = Q + R, with 8R = o and 9Q = o. Moreover, if T ∈ E(F71) has
8T = o and 9T = o, then T = 9T − 8T = o− o = o. So we have an
isomorphism of groups

E(F71) ∼= E2 × E3,
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where E2 := {P ∈ E(F71) | 8P = o} and E3 := {P ∈ E(F71) | 9P =

o} are the primary components of E(F71). Since orders of elements
must divide the order of a group, we see that there is no option but
to have |E2| = 8, |E3| = 9. As they are abelian, the only possibilities
are2

(i) E2
∼= Z8, Z2 ×Z4, or Z2 ×Z2 ×Z2

and

(ii) E3
∼= Z9 or Z3 ×Z3.

For (i), let’s figure out the 2-torsion points, i.e. P ( 6= o) such that
2P = o. This means P = −P, i.e. (xP,−yP) = (xP, yP), which implies
yP = 0. But the roots of x3 − x over F71 are exactly x = 0, 1,−1,
and so there are three 2-torsion elements of E(F71). These belong
to E2. Now, Z8 has one 2-torsion element (namely, 4), Z2 ×Z4 has
three (namely, (1, 0), (0, 2), and (1, 2)), while Z2×Z2×Z2 has seven
(every element but (0, 0, 0)). So

E2
∼= Z2 ×Z4.

For (ii), try to find the 3-torsion points, i.e. those with 3P = o (and
P 6= o) This is the same as −2P = P =⇒ x2P ≡

(71)
xP =⇒(

3x2
P−1

2yP

)2
− 2xP ≡

(71)
xP =⇒ 3x4 − 6x2 + 1 ≡

(71)
0. This has at most

four roots, which come in pairs {r,−r}. Since (−r)3− (−r) = −(r3−
r), and the Legendre symbol

(
−1
71

)
= −1, both can’t lead to a point

on E(F71). Hence there are at most two x-values which can be the
x-coordinate of a 3-torsion point, hence at most four 3-torsion points
(think±y). Now, Z9 has two and Z3×Z3 has eight (impossible). So

E3
∼= Z9,

and we conclude that

E(F71) ∼= Z2 ×Z4 ×Z9
∼= Z2 ×Z36.

2Here I use the shorthand Zn for the finite cyclic group (Z/nZ,+, 0).
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Exercises
(1) Let E be defined by y2 = x3 + x + 1. Compute the number of

points in the group E(Fp) for p = 3, 5, 7, and 11. In each case
verify Hasse’s bound |ap| < 2

√
p, where ap = |E(Fp)| − p− 1.

(2) With E as in (1), P = (4, 2) and Q = (0, 1) belong to E(F5). Find
n such that nP = Q.

(3) Let E be an eliptic curve over Fp, and P, Q ∈ E(Fp). Assume
Q ∈ 〈P〉 and let n0 > 0 be the smallest solution to nP = Q,
and s > 0 be the smallest solution to sP = o. Prove that every
solution to Q = nP takes the form n0 + is for some i ∈ Z. [Hint:
Write n as is + r for some 0 ≤ r < s and determine the value of
r.]

(4) Let E be the elliptic curve y2 = x3 − x. Find the group structure
of E(F5) and E(F11).
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Elliptic cryptosystems





CHAPTER 25

Elliptic curve discrete log problem (ECDLP)

The idea behind elliptic curve cryptography is to exploit the anal-
ogy between the two finite abelian groups

((Z/nZ)∗, ·, 1) and
(
E(Fp),+, o

)
,

so as to replace cryptosystems based on the former with ones based
on the latter.

Let G be a group, g, h ∈ G with h ∈ 〈g〉. (We will write the bi-
nary operation as multiplication, though in the application to elliptic
curves it will be addition.) Then there exists n ∈ Z with

(48) gn = h.

If the order of 〈g〉 is finite (=: N), then it isn’t unique – any n + Nk
will work – but becomes so if we view the solution in Z/NZ.

Given an elliptic curve

E : y2 = x3 + Ax + B (A, B ∈ Z)

where p - ∆(= 4A3 + 27B2), (E(Fp),+, o) is a finite abelian group.
Given also two points P, Q ∈ E(Fp), we can ask for the solution to

(49) nP = Q.

Now, this may not make sense:

• E(Fp) may not be cyclic;
• even if it is, P need not generate it.

So one has to assume Q ∈ 〈P〉. With this assumption, and writing
N = |〈P〉|, there exists a unique solution

n =: logP(Q) ∈ Z/NZ

199
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to (49). This is, of course, a special case of (48).

REMARK 210. One may think of this “elliptic discrete log” as
defining an isomorphism

logP : 〈P〉 → Z/NZ

of groups (where 〈P〉 is a subgroup of E(Fp)). Why? If logP Q1 = n1,
and logP Q2 = n2, then Q1 = n1P and Q2 = n2P

=⇒ Q1 + Q2 = n1P + n2P

= (P + · · ·+ P︸ ︷︷ ︸)
n1

+ (P + · · ·+ P︸ ︷︷ ︸
n2

) = P + · · ·+ P︸ ︷︷ ︸
n1+n2

= (n1 + n2)P

=⇒ logP(Q1 + Q2) = n1 + n2 = logP Q1 + logP Q2

and so logP is a group homomorphism. That it’s a bijection is clear.

REMARK 211. To compute nP quickly, we may use “double-and-
add”, writing n in binary n0 + n1 · 2 + · · ·+ nr · 2r (all ni 0 or 1) and
computing

nP = n0P + n1(2P) + n22(2P) + · · ·+ nr2(2r−1P),

or using the analogue of the low-storage fast-powering algorithm.
But it is faster to allow ni = −1, 0, or 1: e.g.

15 = 24 − 1 = 1 + 2 + 22 + 23,

since −P = −(x, y) = (x,−y) in E(Fp) is trivial to compute.1

PROPOSITION 212. For n ∈ N, k = blog2 nc + 1, we may write
n = u0 + 2u1 + 22u2 + · · ·+ 2kuk with ui ∈ {−1, 0, 1} and at most 1

2 k
of the ui nonzero.

PROOF. Write n in binary then use (working left to right)

2s + 2s+1 + · · ·+ 2s+k−1 = 2s(2t − 1) = −2s + 2s+t

to introduce gaps. �

1compare to computing inverses in (Z/mZ)∗
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Babystep-giantstep for ECDLP. There is no subexponential-time
algorithm to solve the ECDLP (49), outside of special cases (like
|E(Fp)| = p): basically, your options are the collision-type algo-
rithms for DLP, like Shanks or a reworking of Pollard ρ (which we
set up for factoring way back in §II.D) for DLP.

EXAMPLE 213. Let p = 73. Consider the curve

E : Y2 = X3 + 8︸︷︷︸
A

X + 7︸︷︷︸
B

over Fp; the points P = (32, 53) and Q = (39, 17) belong to E(Fp).
We want to determine logP Q.

Let’s try an elliptic version of Shanks’s babystep-giantstep algo-
rithm. First, by Hasse’s theorem, the order of E(Fp) hence of 〈P〉 is
no more than N = p + 1+ b2√pc = 73+ 1+ 17 = 91. Hence we can
take m = 1 + b

√
Nc = 1 + 9 = 10 in Shanks, and the two lists are:

• o, P, 2P, . . ., 10P (which turns out to be (29, 10)); and
• Q, Q− 10P, Q = 2(10P), . . ., Q− 102P.

Now

Q− 10P = (39, 17)− (29, 10) = ( 39︸︷︷︸
x1

, 17︸︷︷︸
y1

)+ ( 29︸︷︷︸
x2

,−10︸︷︷︸
y2

) =: (x3, y3)

may be computed by the formulas (IV.G.1) using the slope λ = y2−y1
x2−x1

=
27
10 ≡

(73)
10 (since 102 = 100 ≡

(73)
27). This gives

x3 = λ2 − x1 − x2 = 100− 39− 29 = 32 and

y3 = λ(x1 − x3)− y1 = 10(39− 32)− 17 = 70− 17 = 53,

and so the match between the lists happens at the very beginning:

Q− 10P = (32, 53) = P.

Hence Q = 11P, i.e. logP Q = 11, is the solution to the ECDLP.

Pollard rho for DLP. I’d now like to explain how Pollard’s ρ

method gets adapted to an abstract discrete logarithm problem, and
why running time is (like Shanks) essentiallyO(

√
N) henceO(√p).
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Let S be a set, and f : S → S a “sufficiently random” function.
Let x0 ∈ S , and define two sequences recursively by

xi := f (xi−1)

and
y0 := x0 , yi := f ( f (yi−1)) (= x2i).

Suppose
xj = xi ⇐⇒ i ≥ T and j ≡

(M)
i :

Then
x2i(= yi) = xi ⇐⇒ i ≥ T and M | i,

which happens for some i < T + M.
How large do we likely have to take i to get such a match, given

N = |S |? Well, with the assumption on f , the probability2

π (x0, . . . , xk−1 distinct) =
k−1

∏
i=1

π

(
xj 6= xi

∀0 ≤ j < i

∣∣∣∣∣ x0, . . . , xi−1

distinct

)

=
k−1

∏
i=1

N − i
N

=
k−1

∏
i=1

(
1− i

N

)

<
k−1

∏
i=1

e−
i
N = e−

1+2+···+(k−1)
N = e

k2−k
2

< e−
k2
2N

=⇒ π (a match in the first k steps) > 1− e−
k2
2N

=⇒ π
(

a match in the first 3
√

N steps
)
> 1− e−

9
2 > 0.98.

2Here π(A) denotes the probability of an event A taking place, while π(A | B) is
the (conditional) probablity that A takes place if B does.
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The specific function which is used to apply this to the discrete log
problem (48) in F∗p is

f (x) =


gx, 0 ≤ x < p

3
x2, p

3 ≤ x < 2p
3

hx, 2p
3 ≤ x < p

(modulo p, of course) so that{
xi = gαi hβi

yi = gγi hδi .

When these match, we have

gαi−γi ≡
(p)

hδi−βi
(
= gn(δi−βi)

)
which assuming g a generator implies

(αi − γi) ≡
(p−1)

n(δi − βi).

Taking d := (δi − βi, p − 1), the Euclidean algorithm provides an s
satisfying s(δi − βi) ≡

(p−1)
d, and thus

(50) (αi − γi)s ≡
(p−1)

n(δi − βi)s ≡
(p−1)

nd.

Since d divides (p− 1), it must therefore divide the left-hand side of
(50). Setting

ω :=
(αi − γi)s

d
,

we divide (50) by d to obtain

ω ≡
(

p−1
d )

n,

and conclude that n is one of

ω, ω + p−1
d , ω + 2 p−1

d , . . . , ω + (d− 1) p−1
d

modulo p− 1. Plug these in to gn = h to find the right one.3

In the exercises, you will be asked to adapt this to the ECDLP.

3see §4.5 in [HPS]
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Index calculus. The fact the only
√

p time algorithms are avail-
able for ECDLP is in marked contrast to the situation for the DLP in
F∗p, which has a subexponential-time algorithm: the index calculus.
(This makes elliptic curves apparently more secure for cryptogra-
phy.) I will only give a rough idea of this here:4 to solve gx ≡

(p)
h, the

first step is solving gx ≡
(p)

` for all primes ` ≤ B (B not too large). To do

this, compute gi :≡
(p)

gi for a random selection of exponents, keeping

only the B-smooth results – i.e. those which may be written

gi = ∏
`≤B

`u`(i),

so that applying logg yields

i ≡
(p−1)

∑
`≤B

u`(i) logg(`).

Continue until there are π(B) equations, and solve this linear system
for the {logg(`)}.

The second step is to compute hg−1, hg−2, hg−3, . . . until we reach
a B-smooth number

hg−k ≡
(p)

∏
`≤B

`e` .

Taking logg yields

logg h ≡
(p−1)

k + ∑
`≤B

e` logg(`)

(where we know the {logg(`)} from the previous step), solving the
DLP.

What makes this work (quickly) is the density of B-smooth num-
bers, which involves the prime number theorem, and which has no
analogue for general groups such as E(Fp).

4a discussion may be found in [HPS] §3.8
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Exercises
(1) Adapt the Pollard ρ algorithm for the DLP (explained in §V.A)

to the ECDLP. (Write out the algorithm and briefly justify why it
works.)





CHAPTER 26

Elliptic curve cryptography

The difficulty of the ECDLP suggests that elliptic curves over fi-
nite fields should provide extra-secure encryption. Indeed, it turns
out that with (roughly) a quarter of the digits, we can get the same
level of security with E(Fp) as with F∗p (say); but a quarter of the
digits means vastly improved efficiency.

As a result, elliptic curves are used by governments, in your cell
phones and on your computer. One technique that has been used
by Microsoft to prevent music file-sharing, is to hide a private key
in several files on your computer when you download a license to
play a .wma file. Since the private key is required to decrypt the
file, copying the .wma and license file onto another computer won’t
work. The encryption scheme is an elliptic version of El Gamal, using
roughly 50 digit numbers for p, A, and B.

In some of the exercises, the values of p, A, and B get a little big
for hand computation. I would recommend familiarizing yourself
with commands ellinit and ellpow in PARI.

Elliptic Diffie-Hellman key exchange.
Step 1. Diffie and Hellman agree publicly on:

• p = large prime;
• E = elliptic curve over Fp (i.e. A, B ∈ Fp such that 4A3 +

27B2 /≡
(p)

0); and

• P ∈ E(Fp).

Step 2.

• Diffie [resp. Hellman] choose (in secret) private integers nD

[resp. nH];
207
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• they compute and publicize QD(= (xD, yD)) := nDP [resp.
QH(= (xH, yH)) := nHP] in E(Fp).

Step 3.

• Diffie sees QH, computes nDQH = nDnHP;
• Hellman sees QD, computes nHQD = nHnDP.

In this way they arrive at a shared secret key.1

REMARK 214. They only need to send each other the x-coordinates
xD, xH of QD, QH. This determines the point Q up to ± (in the
group law on E(Fp)). So for example, Diffie sends xD, Hellman
finds a y-value ỹD such that Q̃D := (xD, ỹD) ∈ E(Fp); we then
have ỹD = ±yD and Q̃D = ±QD. So when Hellman computes
nHQ̃D = nH(±QD) = ±(nHQD) and Diffie similarly, they get the
same point up to ± in the group law; in particular, they get the same
x-coordinate and this is then what is used as the secret shared key.

REMARK 215. How do we quickly find y0 completing x0 ∈ Fp to
(x0, y0) ∈ E(Fp), assuming one exists? That is, how do we efficiently
find a square root of α := x3

0 + Ax0 + B? Suppose p ≡
(4)

3; if α = β2,

then α
p+1

4 satisfies (α
p+1

4 )2 = α
p+1

2 = βp+1 = (βp−1)β2 = β2 = α

=⇒ α
p+1

4 = ±β.

Elliptic El Gamal cryptosystem. There is no RSA for elliptic curves,
since that would require being able to choose the order of the group
to be pq. But the other main cryptosystem we devised generalizes
nicely.

Here is the basic algorithm:

• Sender and Receiver agree publicly on p, E, and P ∈ E(Fp)

as above.
• Receiver chooses a private key n ∈ Z, computes and sends

the public key Q := nP to Sender.

1See [HPS] for numerical examples.
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• Sender wants to send a plaintext message M ∈ E(Fp). To
do this, s/he chooses a (private) ephemeral key k ∈ Z, and
computes/sends the ciphertext (C1, C2) := (kP, M + kQ) to
Receiver.
• Receiver decrypts the ciphertext, by computing C2 − nC1 =

M + kQ− nkP = M + knP− nkP = M.

REMARK 216. What is a “message in E(Fp)”? Even if one only
“uses the x-coordinate” as message, you would have to be lucky to

have your message (say x0) satisfy that the Legendre symbol
(

x3
0+Ax0+B

p

)
=

1 or 0 (not −1) – otherwise there is no point in E(Fp) with this x-
coordinate!

REMARK 217. Sender cannot just send x-coordinates of C1, C2.
Here the ± matters: for example, if Receiver reconstructed −C2 in-
stead of C2 from its x-coordinate, s/he would get −C2 − nC1 =

−M − knP − nkP whose last 2 terms don’t cancel out! This can be
fixed by sending, instead of y-coordinate, a single bit (0 or 1) that
tells which y-value to use:

β :=

{
0 if 0 ≤ y < 1

2 p
1 if 1

2 p < y < p.

(Unless y = 0, y is in one interval iff −y is in the other.) This is
important because not having to send the y-coordinate cuts the mes-
sage expansion ratio down from 4 to 2.

EXAMPLE 218. Let p = 1123, E : y2 = x3 + 54x+ 87, and suppose
we are sent the “point of E(Fp)” x0 = 278, β0 = 0. What is y0? We
write x3

0 + 54x0 + 87 = 2783 + 54 · 278 + 87 ≡
(1123)

216. Since p ≡
(4)

3,

we can find a square root of 216 by 216
p+1

4 = 216281 ≡
(1123)

487 (< p
2 ),

while the other root is −487 ≡
(1123)

636 (> p
2 ). So y0 = 487.

Coming back to Remark 216, there is an improvement of elliptic
El Gamal due to Menezes and Vanstone, which allows for free choice
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of message between 0 and p − 1. The first two steps are the same.
The third is:

• Sender wants to send plaintext values m1, m2 ∈ Fp S/he
chooses an ephemeral key k, computes R = kP ∈ E(Fp) and
S = kQ = (xS, yS) ∈ E(Fp), sets ci := xSmi ∈ Fp (i = 1, 2),
and sends the ciphertext (R, (c1, c2)).
• Receiver computes T = nR = (xT, yT), then recovers the

message via (x−1
T c1, y−1

T c2) (to be verified in an exercise).

Exercises
(1) Alice and Bob agree to use the elliptic Diffie-Hellman key ex-

change with the prime p = 2671, elliptic curve E: Y2 = X3 +

171X + 853, and point P = (1980, 431) ∈ E(Fp).
(a) Alice sends to Bob the point QA = (2110, 543). Bob decides to
use the secret multiplier nB = 1943. What point should Bob send
to Alice?
(b) What is their secret shared value?
(c) How difficult is it for Eve to figure out Alice’s secret multi-
plier nA? (Try to find it using PARI.)
(d) Alice and Bob decide to exchange a new piece of secret infor-
mation using the same prime, curve, and point. This time Alice
sends Bob only the x-coordinate xA = 2 of her point QA. Bob
decides to use the secret multiplier nB = 875. What single num-
ber modulo p should Bob send to Alice, and what is their secret
shared value?

(2) [HPS] p. 342 #5.16
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Lenstra’s factorization algorithm

While there isn’t ann elliptic curve version of RSA, there is a very
effective elliptic approach to factoring a large integer N = pq.

Let’s first review how the Pollard p − 1 method works, in the
event that p− 1 is B0-smooth (and q− 1 is not):

p− 1 = ∏
` ≤ B0

` prime

`m` ,

with M := max`≤B0{m` · `}. Then we have

(p− 1) | M! =⇒
Fermat

aM! ≡
(p)

1 =⇒ p | (aM! − 1).

Assuming q - (aM! − 1), we conclude that (aM! − 1, N) = p. Group-
theoretically, what is going on here is (by the Chinese Remainder
Theorem)

(Z/NZ)∗ ∼=
order p−1︷ ︸︸ ︷
(Z/pZ)∗ ×

order q−1︷ ︸︸ ︷
(Z/qZ)∗

a (mod N) 7→ (a (mod p) , a (mod q))

aM! (mod N) 7→ (1 (mod p) , aM!︸︷︷︸
/≡

(p)
1

(mod q)).

On the other hand, if neither p− 1 nor q− 1 is B0-smooth (for B0 not
too big), then Pollard is unlikely to work.

EXAMPLE 219. Let B0 = 20, N = 6313 = 59 · 107 = p · q. Notice
that p− 1 = 58 = 2 · 29 and q− 1 = 106 = 2 · 53 each have prime
factors > 20. So it is no surprise that (220! − 1, 6313) = 1.

211



212 27. LENSTRA’S FACTORIZATION ALGORITHM

But suppose we could somehow replace F∗p = (Z/pZ)∗ with a
group of order p− 2 = 57 = 3 · 19 – then we’d be in luck! This is the
idea behind Lenstra’s method: the order of the group E(Fp) is p +

1± s for s ∈ Z≥0 with 0 ≤ s < 2
√

p. Indeed, if E is y2 = x3 + x + 54,
then (using Prop. IV.G.3) one can show that |E(F59)| = 57, which
looks promising for our example.

One very puzzling issue, however, is: what are we supposed to
do mod N? After all, Z/NZ isn’t a field, so we can’t expect

E(Z/NZ) := {(x, y) ∈ Z/NZ×Z/NZ | y2 ≡
(N)

x3 + Ax + B}

to be closed under the addition law! While the

xP+Q := λ2 − xP − xQ , yP+Q := λ(xP − xP+Q)− yP

part isn’t problematic, the

(51) λ =
yQ − yP

xQ − xP
(distinct pts.)

or
3x2

P + A
2yP

(pt. doubling)

certainly is, if xQ − xP resp. 2yP isn’t in (Z/NZ)∗ (i.e. not prime to
N). All we can say is that

E(Z/NZ) ⊂
actual group︷ ︸︸ ︷

E(Z/pZ)× E(Z/qZ)

(x, y)︸ ︷︷ ︸
mod N

7→ ( (x, y)︸ ︷︷ ︸
mod p

, (x, y)︸ ︷︷ ︸
mod q

)

is some subset, at least at first glance.
But actually, we can describe exactly when point-adding on E(Z/NZ)

fails. If (say) p | (xQ − xP) in (51), then what happens if we add the
reduction of those points (mod p) in E(Fp)? We get o, by definition!
So failure occurs precisely when the sum of points gives (o, R) or (R′, o)
in E(Z/pZ)× E(Z/qZ) (with R resp. R′ 6= o).

Now suppose we were taking repeated “powers” of some P ∈
E(Z/NZ): 2P, 3(2P) = (3!)P, . . ., up to (B0!)P. If |E(Z/pZ)| (and
hence the order of P mod p) divides M! for some M ≤ B0, but the
order of P in E(Z/qZ) does not divide M!, then in E(Fp) × E(Fq)
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we get (M!P (mod p), M!P (mod q)) = (o, R) (with R 6= o). Hence,
at some point in the computation of M!P in E(Z/NZ), we must run
into a roadblock of the form (xP′ − xQ′ , N) 6= 1 when trying to use
the Euclidean algorithm to invert xP′ − xQ′ (mod N).

EXAMPLE 220. Again let N = 6313, and E be defined by y2 =

x3 + x + 54, so that E(Z/59Z) = 57 = 19 · 3 | 19!. In trying to
compute (19!)P for P = (2, 8) (which turns out to be a generator of
E(F59)) we should “discover” the factor 59 of N. We will do this in
PARI:

gp> E=ellinit([0,0,0,1,54]*Mod(1,6313))

gp> ellpow(E,[2,8]*Mod(1,6313),18!)

=[Mod(677,6313),Mod(262,6313)] (no problem yet!)

gp> ellpow(E,[677,262]*Mod(1,6313),19)

***ellpow: impossible inverse modulo: Mod(1298,6313)

gp> gcd(1298,6313)

=59.

In general, it is not so easy to guess points on curves after you’ve
written one down.There are two ways around this:

(1) Choose A and the point P = (a, b) randomly, set B := b2 −
a3 − A − a so that b2 = a3 + Aa + B. (In some sense, this
“lets the point determine the curve E”.)

(2) Take elliptic curves only of the form y2 = x3 + Ax + 1, since
these always have the point P = (0, 1).

The following version of Lenstra’s algorithm is very analogous to
Pollard (p− 1) and uses (1). (We take N to be given.)

Step 1 : Choose A, a, b ∈ Z/NZ randomly.
Step 2 : Set P := (a, b), B := b2 − a2 − Aa (mod N), E : y2 =

x3 + Ax + B, j = 1.
Step 3 : Put j := j + 1, P := jP ∈ E(Z/NZ). If this fails, let d be

the integer (mod N) that could not be inverted (mod N).
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Case (i): d < N. Output (d, N) and stop.
Case (ii): d = 0.1 Go to Step 1.

Step 4 : Go to Step 3.

Notice that it tries more than one elliptic curve E. This gives the flexibil-
ity of |E(Fp)|, |E(Fq)| that we did not have with |(Z/pZ)∗|, |(Z/qZ)∗|
(always = p− 1, q− 1).

Another (simpler) elliptic curve factoring method is the follow-
ing PARI functin, which uses idea (2) above:

{ECM(N,m) = local(E);

E = ellinit([0,0,0,random(N),1]*Mod(1,N));

print(�E: y^2 = x^3 + �, lift(E[4]), �x+1, P=[0,1]�);

ellpow(E, [0,1]*Mod(1,N), m)}

It works well for 6313 even if m is as small as 100.
By the way, I know the order of E(F59) (for y2 = x3 + x + 54) not

by computing it, but by PARI: after defining E59 and E107 (using
ellinit),

gp> ellap(E59,59)

=3

gp> ellap(E107,107)

=-8

computes the ap satisfying p + 1− ap = |E(Fp)|. So |E(F59)| = 59 +
1− 3 = 57 (as claimed) and |E(F107)| = 107 + 1 + 8 = 116 = 4 · 29.

Exercises
(1) Use Lenstra’s elliptic curve factorization algorithm to factor each

of the numbers N using the given elliptic curve E and point P.
(Use PARI.)
(a) N = 589, E: y2 = x3 + 4x + 9, P = (2, 5)
(b) N = 28102844557, E: y2 = x3 + 18x− 453, P = (7, 4).

1This means you hit o in E(Fp) and E(Fq) simultaneously, roughly speaking.
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Pairing-based cryptography

We have so far discussed cryptographic schemes by which two
people can arrive at a shared secret key, and by which multiple per-
sons can use a single “receiver’s” public key info to send him or her
messages. This leaves open the question of how multiple people
might arrive at a shared secter key, or of how to construct a network
in which anyone can securely send anyone else a message. Let’s be-
gin with the first of these.

2-round 3-party key agreement. The principals of the account-
ing firm Dewey, Cheatham, and Howe want to arrive at a shared se-
cret key κ, working over an insecure channel. They need to start by
agreeing on a finite cyclic group G with generator γ. (For instance,
this might be G = (F∗p, · ) or the subgroup of some E(Fp) generated
by a point γ = P.) Next, they pick secret integers d, c, and h respec-
tively. (Really, if 〈γ〉 ∼= Z/mZ, these are elements of Z/mZ, but if
G ≤ E(Fp) they might not know what m is.)

Now they (publicly) send each other the following elements of G:

• Dewey sends Cheatham γd;
• Chetham sends Howe γc; and
• Howe sends Dewey γh.

This is Round 1. Now they look at what they have received, and
exponentiate and broadcast again (Round 2):

• Dewey sends Cheatham (γh)d;
• Cheatham sends Howe (γd)c; and
• Howe sends Dewey (γc)h.

Finally each one exponentiates (and does NOT broadcast) what s/he
has received one more time, to obtain

215



216 28. PAIRING-BASED CRYPTOGRAPHY

((γc)h)d

D
= ((γh)d)c

C
= ((γd)c)h

H
,

which is κ.
Now the state Attorney General thinks he might be on to a money

laundering ring. To get his incriminating evidence, he needs to break
their code by determining κ. By tapping their phone line he has over-
heard G, γ, γd, γc, γh, γhd, γdc, and γch. So if he can solve the discrete
log problem for d, c, h, hd, dc, or ch, he’s got ’em. Fortunately they
hadn’t heard of 1-round 3-party key agreements, which make use of
. . .

Bilinear pairings. Given finite cyclic groups G and H of prime
order m,1 a bilinear pairing is a map

G× G → H
(g1, g2) 7→ 〈g1, g2〉

satisfying

• bilinearity:2 for all g1, g′1, g2, g′2 ∈ G, we have

〈g1g′1, g2〉 = 〈g1, g2〉〈g′1, g2〉

and
〈g1, g2g′2〉 = 〈g1, g2〉〈g1, g′2〉;

• nondegeneracy: if γ generates G, then 〈γ, γ〉 generates H.

Notice that bilinearity =⇒ 〈ga
1, gb

2〉 = 〈g1, g2〉ab. Since g1 and g2 are
powers of γ, this also gives 〈g1, g2〉 = 〈g2, g1〉. Preferably, the pairing
〈 , 〉 should be efficiently computable.

For what follows, we will need to assume that the bilinear Diffie-
Hellman problem of computing 〈γ, γ〉abc from γ, γa, γb, γc is as hard
as the usual Diffie-Hellman problem in G and H (computing γab

from γ, γa, γb).

1they’re the same group abstractly, but will often be presented differently – e.g.,
G ≤ E(Fp) and H the group of mth roots of unity in C.
2the name comes from the appearance of this property if we write the groups
additively: 〈g1 + g′1, g2〉 = 〈g1, g2〉+ 〈g′1, g2〉, etc.
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1-round 3-party key agreement. As before, the partners in the
law firm Sue, Grabbitt and Runne agree publicly on G and γ, choose
secret integers s, g, r, and broadcast γs, γg, γr. Now

• Sue computes 〈γg, γr〉s

• Grabbitt computes 〈γs, γr〉g

• Runne computes 〈γs, γg〉r

and all three of these computations yield κ := 〈γ, γ〉sgr. A lot less
information has been broadcast to arrive at this shared secret than in
the 2-round scheme. (Too bad for the AG.)

Hash functions. For the next application of pairings, we need
the notion of a cryptographic hash function. Let {0, 1}` denote the
set of bitstrings of length `, and {0, 1}∗ the set of bitstrings of ar-
bitrary length. Begin by chopping up some D ∈ {0, 1}∗ into sub-
strings of length ` (adding zeroes if needed): D = D1D2 · · ·Dk.
Choose a “mixing” function M : {0, 1}` → {0, 1}` and some E0 ∈
{0, 1}`. Then define iteratively Ei := Ei−1 ⊕ M(Di), where ⊕ is
binary XOR, and put H(D) := Ek. This defines a function H :
{0, 1}∗ → {0, 1}`,which is easy to compute and (typically) hard to
invert. In practice, the range space “{0, 1}`” might (say) be replaced
by a group G, which just means that we compose with a map from
{0, 1}` → G; the same goes for the domain ofH.

An ID-based cryptographic network. This is a general mcrypto-
graphic scheme, due to Boneh and Franklin, which allows for a large
number of participants to send each other messages. It requires a
trusted third party Ted, who chooses (and publishes) the groups G
and H, the pairing 〈 , 〉 : G × G → H, a generator g ∈ G, as well
as hash functions H1 : {0, 1}∗ → G and H2 : H → {0, 1}µ (where
{0, 1}µ is the set of possible plaintext messages). ted also chooses a
secret integer s and publishes K = gs ∈ G, the master public key.

Each member of the network has an ID ∈ {0, 1}∗, which is pub-
licly available (e.g., e-mail addresses). Each ID gives rise to a public
key κ (which anyone can compute) and a private key σ (which only
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Ted can compute), both in G. For instance, from Alice’s IDA we have
κA := H1(IDA) and (red has) = (H1(IDA))

s.
Now suppose Bob has a message M ∈ {0, 1}µ for Alice. He

chooses an ephemeral key ε (= random integer), then computes and
broadcasts the ciphertext

(c1, c2) := (gε,M⊕H2(〈κA,K〉ε)) .

Alice now uses her private key (which was securely sent to her by
Ted) to decrypt:

c2 ⊕H2 (〈σA, c1〉) =M⊕H2(〈κA,K〉ε)⊕H2(〈σA, gε〉)

=M⊕H2(〈κA, gs〉ε)⊕H2(〈κs
A, gε〉)

=M

since 〈κA, gs〉ε = 〈κA, g〉sε = 〈κs
A, gε〉.

Without getting into how Ted would securely deliver σA to Alice,
the more interesting question is “when”: for example, maybe Ted
gives all the secret keys σ··· to their owners at the beginning of this
exercise; maybe they have to request them; or maybe they have to
satisfy some condition to receive it (payment, minimum age, expiry
date, etc.). In the latter case, how would Chris send Alice a message
with no such conditions? The solution is for the different senders to
“enrich” IDA by adding (say) their own name, conditions for receipt,
etc. and publishing this sender-and-message-specific ID′A. Ted then
sends the corresponding σ′A to Alice for each message, as she meets
these conditions for receipt.

Naturally, we should ask whether this scheme is secure. Ivan
the Interceptor sees (c1, c2), but to recover M from that he’d have
to compute 〈κA,K〉ε; if we write κA as gα, then this is 〈gα, gs〉ε =

〈g, g〉αsε. Ivan knows g, c1 = gε, κA = gα, and K = gs, so this is
precisely the bilinear Diffie-Hellman.

The attentive reader will likely have remarked that this all sounds
quite glorious, but without an actual pairing will be about as useful
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as a wooden frying pan. That, and it has nothing to do with elliptic
curves. Right?





CHAPTER 29

Divisors and the Weil pairing

It turns out that elliptic curves of a certain kind are actually the
key to constructing useful “bilinear pairings” in the sense of the last
section. The setup for this construction will require a brief tour of
results whose proofs are a bit beyond the scope of this course.1 We
begin by describing the “divisor class group” of an elliptic curve,
which is a geometric analogue of the “ideal class groups” of number
rings that we’ll explore in the last segment of these notes.

Divisors. Let K be a field (for our purposes, K ⊂ C or K = Fpk),
E: y2 = x3 + Ax + B an elliptic curve (with A, B ∈ K, 4A3 + 27B2 6=
0). Given R(x, y), S(x, y) polynomials with coefficients in K, we may
consider the rational function

f :=
R
S

∣∣∣∣
E

on E; the set of all such forms a field denoted by K(E).
If R = 0 and S = 0 define curves CR and CS in the xy-plane, then

f has zeroes where CR meets E and poles (= ∞) where CS meets E;
f can also have a zero or pole at o, the point at infinity. As in our
discussion of lines meeting E, we asssign (integer) multiplicities to
each zero and pole (e.g., ≥ 2 if CR is tangent to E). The idea is that
if z is a “local coordinate on E” at a point P, vanishing at P, then
f ∼ const.× znP( f ) there for some integer nP( f ) (> 0 for a zero, < 0
for a pole).

1In particular, this material won’t appear on the final. On the other hand, if you are
interested in more details, J. Silverman’s book “The Arithmetic of Elliptic Curves”
contains proofs, as does the excellent article “The Weil pairing, and its efficient
calculation” by V. Miller. (I’ve also put a few hints in the footnotes, which can be
skipped.)

221
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A divisor on E is a finite formal sum

∑ nP[P] (nP ∈ Z)

of points P ∈ E(K).2 They form a group Div(E), with a degree map

deg : Div(E) → Z

∑ nP[P] 7→ ∑ nP

whose kernel (the stuff mapping to zero) is the subgroup Div0(E) of
divisors of degree 0.

The divisor of a (nonzero) function f ∈ K(E)∗ is the formal sum

( f ) := ∑
P∈E(K̄)

nP( f )[P];

these always have degree zero.3 Moreover, we have ( f g) = ( f ) +
(g), ( 1

f ) = −( f ), and (const.) = 0. So the set PDiv(E) of princi-
pal divisors, or divisors of rational functions on E, is a subgroup of
Div0(E). Taking quotients gives the divisor class groups

Div0(E)
PDiv(E)︸ ︷︷ ︸
=:Cl0(E)

↪→ Div(E)
PDiv(E)︸ ︷︷ ︸
=:Cl(E)

deg
� Z,

2Technically, we must also allow sums of points in E(K̄) (K̄ = algebraic closure of
K) which are defined by polynomial equations over K. So if we were working on
a line over (say) K = R, we would have to allow (for example) [i] + [−i] since this
is defined by x2 + 1 = 0.
3Recall the notion of projective plane P2(= {xy-plane} ∪ {line at ∞}) consisting of
lines through the origin in 3-space, with homogeneous coordinates [X : Y : Z]. (E
has equation Y2Z = X3 + AXZ + BZ3, and x = X

Z , y = Y
Z .) Any rational function

f = R
S |E can be written as a quotient of homogeneous polynomials R(X,Y,Z)

S(X,Y,Z) of the

same degree d – that is, of the form ∑i+j+k=d aijkXiY jZk. Then writing (C · E)P
for the intersection multiplicity of C and E at P, ∑ nP( f ) = ∑P∈CR∩E(CR · E)P −
∑P∈CS∩E(CS · E)P = d− d = 0, as claimed.

Alternatively, one could (working over C) cut open E as in §IV.F and inte-
grate around the boundary; by residue theory (complex analysis) 0 = 1

2πi
¸ d f

f =

∑ nP( f ).
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and Abel’s Theorem says that the map

Cl0(E) Φ→ E(K)
∑

(formal)
nP[P] 7→ ∑ nPP

(where the right-hand side is the sum in the group law on E) is an
isomorphism of groups:

THEOREM 221. ∑ nP[P] ∈ Div(E) is the divisor of a function f ∈
K(E) if and only if4 ∑ nPP = o in the group law on E(K).

EXAMPLE 222. Suppose P, Q ∈ E(K), and let `PQ(x, y) = 0 be
the (linear) equation defining LPQ, the line through P and Q. Then
writing

fPQ :=
`PQ

`P∗Q,o

∣∣∣∣
E
∈ K(E)∗,

we have
( fPQ) = [P] + [Q]− [P + Q]− [o].

This yields the “if” part in Theorem 221, since any divisor D =

∑ nP[P] with ∑ nP = 0 and ∑ nPP = o can be written D = ∑ nPQ([P]+
[Q]− [P + Q]− [o]).

EXAMPLE 223. Assume x3 + Ax + B = (x− α1)(x− α2)(x− α3)

and y2 − B = (y + β)(y− β); let Pi = (αi, 0), ±Q = (0,±β). Then
viewing x, y as functions on E,5

(x) = [Q] + [−Q]− 2[o]

4The “only if” part is most easily seen (over C) by cutting open E and integrating
0 =
¸

u d f
f where (in the C/Λ model of E(C)) u is the coordinate on C.

5To compute the multiplicities at ∞, write the functions and the equation of E in
homogeneous coordinates:

−Y2Z + X3 + AXZ2 + BZ3 = 0, X/Z, Y/Z.

At o = [0 : 1 : 0], Y doesn’t vanish; while restricting E’s equation to X = 0 resp.
Z = 0 yields Z(BZ2 − Y2) = 0 resp. X3 = 0 ( =⇒ intersection multiplicities 1
resp. 3 at o). So no(x) = no(X/Z) = 1− 3 = −2 while no(y) = no(Y/Z) = −3.
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and
(y) = [P1] + [P2] + [P3]− 3[o].

Torsion points. Recall the model of E(C) as C/Λ, with Λ ∼=
Z〈λ1, λ2〉 the lattice generated by two complex numbers with ratio
λ2
λ1

/∈ R:

E

λ

λ

1

2

0

We are interested in the set of points of a given order in the group
law:

DEFINITION 224. Given m ∈N, the m-torsion subgroup of E(K)
is

E(K)[m] := {P ∈ E(K) | mP = o}.

From the picture (with m = 3)

E

0

λ

λ

λ λ

2

2

1 1

2

2

3

3

3 3

we “see” that (for all m)

E(C)[m] ∼= 1
m Λ/Λ ∼= Zm ×Zm.

(Notice that if m is prime, then this is a 2-dimensional vector space
over Fm.)

In cryptography, we are interested not in K = C but K = Fp or
more generally Fk

p. For any p, m (with p - m) one can in fact show
that

(52) E(Fpk)[m] ≤ Zm ×Zm



29. DIVISORS AND THE WEIL PAIRING 225

with equality for k ≥ k0 sufficiently large. (This k0 is called the em-
bedding degree.)

EXAMPLE 225. Let E be given by y2 = x3 − x, and p be any odd
prime. Then

E(Fp)[2] ∼= Z2 ×Z2

consists of (1, 0), (0, 0), (−1, 0), and o.

EXAMPLE 226. We stick with the same equation y2 = x3 − x.
Let p, ` be distinct primes such that there exists P ∈ E(Fp)[`]\{o};
clearly 〈P〉 is then a cyclic subgroup of order `. When does there exist
a Q ∈ E(Fp)[`]\〈P〉? (Notice that this would guarantee E(Fp)[`] ∼=
Z` ×Z`.)

One could try to look for an automorphism (that is, a self-map
which is invertible and a group homomorphism) φ of E that would
send P to another `-torsion point. If p ≡

(4)
1 then there is an α ∈ Fp

with α2 = −1, and φ(x, y) := (−x, αy) gives such a map. But we
might have φ(P) ∈ 〈P〉, which defeats the purpose.

To avoid this possibility, suppose instead that p ≡
(4)

3. Then it

turns out that while −1 is not a square in Fp, it is a square6 in Fp2 .
Then φ(P) won’t be in E(Fp) but in E(Fp2)[`]\E(Fp)[`], so can’t pos-
sibly be a multiple of P; and E(Fp2)[`] ∼= Z` ×Z` is generated by
P and Q := φ(P). For this reason, it is easier to construct examples
where equality holds in (52) if we allow fields of prime power order.

EXAMPLE 227. Same E, p = 11, P = (4, 4) ∈ E(F11)[3] =⇒
Q = φ(P) = (−4, 4α) ∈ E(F112)[3].

6Recall that Fpk can be constructed by taking the quotient of the polynomial ring
Fp[t] by the ideal generated by an irreducible polynomial of degree k. If p ≡

(4)
3

then −1 is not a square mod p, and so t2 + 1 is irreducible in Fp[t]. So Fp2 ∼=
Fp[t]/(t2 + 1) means that we may think of Fp2 as Fp + αFp, where α2 = −1.
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The support of a divisor D = ∑ nP[P] is just the union of all
the points P appearing (with nP 6= 0). If we write Div(0)(E)[m] for
the (degree 0) divisors supported on m-torsion, then the group of
corresponding divisor classes is

(53) Cl0(E)[m]
∼=→
Φ

E(K)[m].

The Weil pairing. We shall use the following convention for “eval-
uating” a function f ∈ K(E) on a divisor D = ∑ nP[P] ∈ Div(E):

f (D) := ∏
P

f (P)nP ∈ K.

(Note that this only makes sense if the supports of D and ( f ) are
disjoint.) If ( f ) and (g) have disjoint supports, a basic result (which
we will not prove) is Weil reciprocity:

f ((g)) = g(( f )).

Given D1, D2 ∈ Div0(E)[m], Φ(Di) is m-torsion, so Φ(mDi) = o
and mDi is the divisor of a function fi ∈ K(E). Suppose the supports
of D1 and D2 are disjoint, so that

(54) 〈D1, D2〉 :=
f1(D2)

f2(D1)
∈ K∗

makes sense. This has the following properties:

• 〈D1, D2〉 belongs to the subgroup µm(K) ≤ K∗ of mth roots
of unity, since 〈D1, D2〉m = f1(D2)

m

f2(D1)m = f1(mD2)
f2(mD1)

= f1(( f2))
f2(( f1))

= 1
by Weil reciprocity.
• 〈 , 〉 depends only on the divisor classes (in Cl0(E)[m] ∼=

E(K)[m]), since7 if (say) D1 = ( f ) then f1 = f m and f1(D2)
f2(D1)

=
f (D2)

m

f2(( f )) = f (( f2))
f2(( f )) = 1 (again by Weil).

• 〈 , 〉 is “antisymmetric” in the sense that 〈D1, D2〉 = 〈D2, D1〉−1,
and “bilinear” in the sense that 〈D1 +D′1, D2〉 = 〈D1, D2〉〈D′1, D2〉
etc. (easy exercise).

7Also, multiplying f1 and f2 by a constant doesn’t matter since they are being
evaluated on divisors of degree zero.
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The Weil pairing is the bilinear map

( , ) : E(K)[m]× E(K)[m]→ µm(K)

induced by (54). To compute it on P, Q ∈ E(K)[m], we can take
DP = [P]− [o], DQ = [Q]− [o] and the corresponding fP, fQ ∈ K(E);
but DP and DQ don’t have disjoint support. To fix this, put D̃Q =

[Q + S] − [S] for some arbitrary S ∈ E(K)\{o, P,−Q, P − Q}, with
corresponding f̃Q; then Φ(DP) = P, Φ(D̃Q) = Q =⇒

(P, Q) = 〈DP, D̃Q〉 =
fP(D̃Q)

f̃Q(DP)
=

fP(Q + S)/ fP(S)
f̃Q(P)/ f̃Q(o)

=
fP(Q + S)/ fP(S)

fQ(P− S)/ fQ(−S)
.

We remark that if 2 - m, antisymmetry =⇒ (P, P) = 1 for any P.
(Why?)

What makes the Weil pairing useful is the key property of nonde-
generacy:

• If P 6= o and Q /∈ 〈P〉, then (P, Q) 6= 1. (If m is prime, this
means that (P, Q) is a primitive mth root of 1.)

For simplicity we shall assume from now on that that m is prime.
So in particular, there exist P and Q with (P, Q) 6= 1 if and only if
E(K)[m] ∼= Zm ×Zm, in which case they form a basis of E(K)[m].
From this point of view, the Weil pairing is rather like a 2× 2 deter-
minant since for an arbitrary pair of elements in E(K)[m], we have

(a11P + a12Q, a21P + a22Q) =

= (P, P)a11a21(Q, Q)a12a22(P, Q)a11a22(Q, P)a12a21

= (P, Q)a11a22−a12a21 = (P, Q)
det

(
a11 a12

a21 a22

)
.

We shall only give the simplest example of a computation of the
Weil pairing, but a “double-and-add” algorithm for computing it ef-
ficiently has been devised by Miller.



228 29. DIVISORS AND THE WEIL PAIRING

EXAMPLE 228. Once more let E be given by y2 = x3 − x = x(x +

1)(x − 1), p be any odd prime, and K = Fp (or Fpk). Consider the
2-torsion points P1 = (1, 0), P2 = (0, 0), P3 = (−1, 0), so that fP1 =

x − 1, fP2 = x, fP3 = x + 1 have divisors ( fi) = 2[Pi] − 2[o]. Then
(writing S = (x0, y0))

x(P1 − S) =
(
−y0

x0 − 1

)2

− x0 − 1 =
x0 + 1
x0 − 1

x(P3 + S) =
(

y0

x0 + 1

)2

− x0 − (−1) =
1− x0

1 + x0

(P1, P3) =
fP1(P3 + S) fP3(−S)
fP1(S) fP3(P1 − S)

=
(x(P3 + S)− 1)(x0 + 1)
(x0 − 1)(x(P1 − S) + 1)

=
1− x0 − (x0 + 1)
x0 + 1 + (x0 − 1)

=
−2x0

2x0
= −1.

This demonstrates the nondegeneracy of Weil on 2-torsion.

Applications. Suppose that E(Fp)[m] ∼= Zm, with generator P.
Let k be the corresponding embedding degree,8 so that E(Fpk)[m] ∼=
Zm ×Zm, with generators P and Q. Since the Weil pairing is a map
from E(Fpk)[m]× E(Fpk)[m]→ µm ≤ F∗pk , taking the pairing with Q
gives an isomorphism

Ψ : 〈P〉 = E(Fp)[m]
∼=→ µm = 〈(P, Q)〉 ≤ F∗pk .

Given R ∈ 〈P〉, we can solve an instance of the ECDLP (compute
logP R) in E(Fp) by solving the corresponding DLP (that is, comput-
ing log(P,Q)(R, Q)) in F∗pk . The latter can be done in subexponential
time, via the index calculus (see §V.A). This is the idea behind the
Menezes-Okamoto-Vanstone (MOV) algorithm for the ECDLP.

But doesn’t this contradict our earlier assertion that, in general,
there are only exponential-time algorithms for ECDLP? Actually, it

8which depends on p and m
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doesn’t: the embedding degree k is usually very large, and “subex-
ponential time” in pk worse than “exponential time” in |E(Fp)|. How-
ever, the above “MOV attack” may persuade us to steer clear of us-
ing elliptic curves with small embedding degree for ECDLP-based
cryptosystems like elliptic El Gamal.

On the other hand, such curves are exactly what we need if we
want to do pairing-based cryptography! A case in point is the class
of supersingular elliptic curves with |E(Fp)| = p + 1, for which the
embedding degree is often 2, as was demonstrated in Example 226
for the curve y2 = x3 − x with p ≡

(4)
3. There’s only one problem: the

Weil pairing is not a pairing in the sense of §V.D, since (P, P) = 1.
To fix this, recall the self-map φ : E(Fpk)[m] → E(Fpk)[m] from

that Example, sending P 7→ Q = φ(P). We can define a bilinear
pairing in the sense of §V.D

〈P〉 × 〈P〉 → 〈(P, Q)〉

by � R1, R2 �:= (R1, φ(R2)). (Supersingular curves always have
self-maps of this sort.) So now we see that elliptic curves (and the
Weil pairing) really are the ticket to actualize the pairing-based cryp-
tosystems described there.

Exercises
(1) Verify that the Weil pairing is antisymmetric, bilinear, and that

(P, P) = 1. (This should take no more than 3 lines. If you want a
more challenging “check”, try [HPS] #5.27(b).)

(2) Compute the Weil pairing on the points P and Q of Example
V.E.7. (You could do it “by hand” or look up Miller algorithm
in [HPS] and use that.)
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Algebraic numbers





CHAPTER 30

Algebraic number fields

As we saw in our study of quadratic Diophantine equations, to
better understand integral solutions it was helpful to think about
nonintegers – in particular, those involving square roots, and the prop-
erties of quadratic number rings built fom these numbers. More gen-
eral algebraic number rings and fields play a similar role in the study
of Diophantine equations of degree greater than two. They also are
deeply intertwined with hyperbolic geometry, algebraic geometry,
representation theory, and many other areas of mathematics. While
we’ll only skim the surface of algebraic number theory in what fol-
lows, we’ll at least learn enough to see a beautiful application to Fer-
mat’s Last Theorem.

Given K ⊆ L fields, L is a vector space over K; we denote its
dimension by [L : K], and call L/K a field extension of degree [L :
K].

Given K ⊆ L ⊆ M fields, with {`1, . . . , `d} ⊂ L a basis of L/K,
and {m1, . . . , me} ⊂ M a basis of M/L, {`imj}i,j ⊂ M is a basis of
M/K. Since there are d · e elements in this basis, we conclude the
tower law

[M : K] = [M : L][L : K].

DEFINITION 229. We say that an element α ∈ L is algebraic over
K iff f (α) = 0 for some polynomial f ∈ K[X]; and that L/K is an
algebraic field extension iff all elements of L are algebraic over K.

If [L : K] =: d is finite, then for any α ∈ L, {1, α, α2, . . . , αd} are
dependent over K. Hence there exists f ∈ K[X] of degree ≤ d such
that f (α) = 0. It follows that a field extension of finite degree is
always algebraic. (The converse isn’t true, as we’re about to see.)

233
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DEFINITION 230. A number α ∈ C which is algebraic over Q is
called an algebraic number. The set of all such is denoted Q̄.

THEOREM 231. Q̄ is a field.

PROOF. Given α, β ∈ Q̄, we show αβ, α + β, α−1 ∈ Q̄. Say αn +

r1αn−1 + · · ·+ rn = 0 and βm + s1βm−1 + · · ·+ sm = 0, where ri, sj ∈

Q and rn 6= 0. Then span

{αiβj} 0 ≤ i < n
0 ≤ j < m

 is closed under mul-

tiplication by α, β, hence by α + β, αβ (which it contains) =⇒
α + β, αβ satisfy equations of degree ≤ nm. As for α−1, we have
α−1 = −r−1

n (αn−1 + r1αn−2 + · · ·+ rn−1). �

In particular, we see that polynomials Q[α] in α are the same as
rational functions Q(α) in α.

DEFINITION 232. A field K with Q ⊆ K ⊆ C and [K : Q] < ∞ is
called an algebraic number field. (Clearly Q(α) is an example, for
any algebraic number α.)

Now consider an ideal I ⊂ k[X], k any field. Then I\{0} has
an element g of least degree. If f ∈ I\{0} is arbitrary, polynomial
division =⇒ f = gq + r, deg r < deg g =⇒ r = f − gq ∈ I,
contradicting minimality of deg g unless r = 0. So f = gq ∈ (g).
Since f was arbitrary, I = (g).

THEOREM 233. Any ideal in k[X] is principal; we say that k[X] is a
PID (principal ideal domain).

Given a ring R containing k, and α ∈ R, consider the ring homo-
morphism

(55)
φα : k[X] → R

f (X) 7→ f (α).

Since φα( f ) = 0 =⇒ φα( f g) = φα( f )φα(g) = 0, ker(φα) is an ideal.
By Theorem 233, ker(φα) = (mα) for some mα ∈ k[X], where we may
assume mα is monic (i.e. its leading coefficient is 1).
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DEFINITION 234. (i) mα is called the minimal polynomial of α

over k. (Clearly, it is the polynomial of least degree with coefficients
in k and having α as a root.)

(ii) The degree of an algebraic number α (over Q) is deg(mα) =

[Q(α) : Q]. (A basis of Q(α) is {1, α, α2, . . . , αdeg(mα)−1}.)

PROPOSITION 235. The minimal polynomial of an algebraic number
is irreducible and has no repeated roots.

PROOF. If mα = f g (both factors nonconstant), then 0 = mα(α) =

f (α)g(α); by minimality, neither f (α) nor g(α) can be 0, a contradic-
tion. So mα is irreducible over Q. Write m′α for its (formal) derivative.

Next, deg m′α < deg mα and irreducibility of mα =⇒ m′α, mα

have no common factor in Q[X] =⇒ (m′α, mα) = (1) = Q[X] =⇒
∃ f , g ∈ Q[X] such that

(56) f m′α + gmα = 1.

If over C mα = (x− ρ)2h, then (x− ρ) | m′α and plugging ρ into (56)
gives 0 = 1, a contradiction. So there are no repeated roots. �

THEOREM 236 (Theorem of the Primitive Element). Every alge-
braic number field K has the form K = Q(θ), θ ∈ K. (It is this element θ

that is called the primitive element.) That is, every element in K is of the
form ∑

[K:Q]
j=0 qjθ

j, qj ∈ Q.

IDEA OF PROOF. A priori we have K = Q(θ1, θ2, . . . , θm); reduce
the number of generators by showing θ1, θ2 can be replaced by θ1 +

λθ2 (λ ∈ Q), etc. �

EXAMPLE 237. (Q(
√

3))(
√

2) = Q(
√

3,
√

2) = Q(
√

3+
√

2). Since
the left-hand side has degree 4 (over Q) by the tower law, it suffices
to show that deg(m√3+

√
2) > 2. (Degree 3 is impossible, again by

the tower law; so then degree 4 is forced, and with it, the equality.)
This is easy since 1,

√
2,
√

3,
√

6 are independent over Q.

Let K have primitive element θ, and EndQ(K) denote the ring of
Q-linear transformations (“endomorphisms”) from K to K. Clearly
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n := deg(mθ) = [K : Q]. Considering the map (55) in this setting

Q[X]
φθ
� K ↪→ EndQ(K)

f (X) 7→ f (θ)
κ 7→ µκ

(µκ = multiplication by κ), we find that mθ is the minimal polyno-
mial of a matrix of µθ (with respect to any basis of K/Q), hence (by
linear algebra) the characteristic polynomial of this matrix:

mθ(λ) = pθ(λ) := det(λI − µθ).

Since mθ has distinct roots, µθ diagonalizes over C with distinct eigen-
values θi, one of which (say θ1) is θ. It follows that, for an arbitrary
element α = ∑j ajθ

j ∈ K (aj ∈ Q), µα has eigenvalues ∑j ajθ
j
i =:

σi(α) ∈ C (i = 1, . . . , n); that is, pα has roots {σi(α)}. Here, σ1(α) = α

and the other {σi(α)} are its Galois conjugates.

THEOREM 238. There are n = [K : Q] distinct field embeddings

σi : K ↪→ C,

and pα(λ) = ∏
[K:Q]
i=1 (λ− σi(α)) = (mα(λ))

n
deg(α) for any α ∈ K.

PROOF. It is easy to check that the σi above are injective homo-
morphisms from K into C. They are distinct because the σi(θ) are.
There can’t be any more, because given σ : K ↪→ C, 0 = σ(0) =

σ(pθ(θ)) = pθ(σ(θ)) =⇒ σ(θ) is a root of pθ (which then deter-
mines σ). Finally, mα(α) = 0 =⇒ 0 = σi(mα(α)) = mα(σi(α))

=⇒ (λ − σi(α)) | mα(λ) (∀i). If {ξ`} is the list of distinct σi(α)’s,
then ∏(λ − ξ`) | mα(λ). Since mα | pα, these are the only possible
roots; and since mα is irreducible, repeated roots are impossible. So
mα(λ) = ∏`(λ− ξ`) =⇒ pα | mn

α =⇒ pαg = mn
α =⇒

mα irred.
pα = mr

α.

Now compare degrees. �

EXAMPLE 239. (i) Q(
√

d) ↪→ C via a + b
√

d 7→ a + b
√

d, a− b
√

d.
(ii) Writing ζ5 for a primitive 5th root of 1 (mζ5 = X4 + X3 + X2 +

X + 1), Q(ζ5) ↪→ C via ζ5 7→ e
2πik

5 , k = 1, 2, 3, 4.
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Let’s look a little more closely at multiplication by α ∈ K as a Q-
linear transformation on K. Suppose {α1, . . . , αn} is a basis for K/Q;
then (for each i)

ααi = ∑
j

aijαj,

where the aij ∈ Q are the entries of the matrix of µα.

DEFINITION 240. (i) NK/Q(α) := det(aij) (norm).
(ii) TrK/Q(α) := tr(aij) = ∑i aii (trace).

Since µαβ = µαµβ and µα+β = µα + µβ, N(αβ) = N(α)N(β) and
Tr(α + β) = Tr(α) + Tr(β). In the exercises, you will check that the
norm and trace of α are independent of the choice of basis. Changing
basis so as to diagonalize µα, we find:

PROPOSITION 241. NK/Q(α) = ∏n
i=1 σi(α) and TrK/Q(α) = ∑n

i=1 σi(α).

EXAMPLE 242. Viewing q ∈ Q as an element of K, we have NK/Q(q) =
qn and TrK/Q(q) = nq.

EXAMPLE 243. K = Q(
√

d) has basis 1,
√

d over Q. Writing α =

a + b
√

d, we have α
√

d = bd + a
√

d hence

[µα] =

(
a bd
b a

)
,

which yields N(α) = a2 − b2d (which should look familiar) and
Tr(α) = 2a.

EXAMPLE 244. K = Q(θ), where mθ(X) = X3 − X + 2. (That is,
θ3 = θ − 2.) We can use the basis 1, θ, θ2, and write (for an arbitrary
α ∈ K) α = a + bθ + cθ2, αθ = −2c + (a + c)θ + bθ2, and αθ2 =

−2b + (b− 2c)θ + (a + c)θ2. This gives

[µα] =

 a −2c −2b
b a + c b− 2c
c b a + c
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and thus the general formulas

N(α) = a3 − 2b3 + 4c3 + 2a2c + ac2 − ab2 + 2bc2 + 6abc

and
Tr(α) = 3a + 2c.

Exercises
(1) Show that NK./Q and TrK/Q are independent of the choice of basis

for K as a vector space over Q.
(2) Let K = Q(θ) where θ = 3

√
2. What are mθ and [K : Q]? What are

the conjugates of θ, i.e. the other roots of mθ?



CHAPTER 31

Discriminants and algebraic integers

Given the importance of the integers (and rings of quadratic in-
tegers like Z[

√
d]) in this course so far, one might ask: what is the

analogue of Z ⊂ Q for general algebraic number fields?

DEFINITION 245. An algebraic integer is a number α ∈ C that
satisfies a monic polynomial equation with integer coefficients:

αn + a1αn−1 + · · ·+ an = 0, ai ∈ Z.

The set of all such is denoted by Z̄(⊂ Q̄). Define, for any algebraic
number field K, OK := K ∩ Z̄.

THEOREM 246. Z̄ is a ring. (HenceOK is a ring, the ring of integers
in K.)

PROOF. Let α, β ∈ Z̄ satisfy equations

αn + a1αn−1 + · · ·+ an = 0, βm + b1βm−1 + · · ·+ bm = 0

with ai, bj ∈ Z. The Z-span of {αiβj} 0 ≤ i < n
0 ≤ j < m

is closed under mul-

tiplication by α and β, hence by α + β and αβ. Set γ := αβ or α + β,
Mγ := the matrix (with entries in Z) of multiplication by γ with re-
spect to the basis {αiβj}, and pγ(λ) := det(λI − Mγ). Now pγ is
monic and integral, so Cayley-Hamilton =⇒ 0 = pγ(Mγ) =⇒
0 = pγ(γ) =⇒ γ ∈ Z̄. �

Now consider two polynomials f = a0xn + · · · + an and g =

b0xm + · · ·+ bm in Z[x], and assume gcd(a0, . . . , an) = 1 = gcd(b0, . . . , bm).
Given any prime p, if ai and bj are the coefficients with the smallest
subscripts such that p - ai and p - bj, then it is clear that in f g =

239
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c0xn+m + · · ·+ cn+m, we have p - ci+j. (Why?) Hence gcd(c0, . . . , cn+m) =

1.
What if we have two monic polynomials F, G ∈ Q[x] with FG =

h = xm+n + C1xn+m−1 + · · ·+ Cn+m, with all Ci ∈ Z? Let δF, δG ∈N

be the minimal integers required to clear denominators in the coeffi-
cients of F resp. G. Then the coefficients of f := δFF have gcd = 1 ,
as do those of g := δGG, hence those of

δGδFh = f g.

On the other hand, h is monic, so the gcd of its coefficients is 1, hence
the gcd of coefficients of δGδFh is δGδF. We conclude that δGδF = 1,
which is to say F and G were actually integral in the first place.

This demonstrates that if h is reducible in Q[x], it is actually re-
ducible in Z[x]:

LEMMA 247 (Gauss’s Lemma). If a monic h ∈ Z[x] is irreducible in
Z[x], it is irreducible in Q[x].

Now let mα ∈ Q[x] be the (monic) minimal polynomial of α ∈
Z̄. By definition, there exists h ∈ Z[x]\{0} monic with h(α) = 0,
and we may take h of lowest degree. It is necessarily irreducible in
Z[x]: otherwise, h = h1h2 would imply h1(α) = 0 or h2(α) = 0,
contradicting minimality. In Q[x], we have mα | h =⇒ h = mαg,
which by Gauss ( =⇒ g ≡ 1) gives mα ∈ Z[x]. That is:

THEOREM 248. The minimal polynomial of an algebraic integer α be-
longs to Z[x], and so its conjugates σi(α) ∈ Z̄.

EXAMPLE 249. OQ = Q ∩ Z̄ = Z. Why? For any α ∈ Q, the
minimal polynomial mα = x − α. If also α ∈ Z̄, mα ∈ Z[x]. So
α ∈ Z.
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EXAMPLE 250. Let K = Q(
√

d), d squarefree. Then I claim that

OK = Q(
√

d) ∩ Z̄ =


Z[
√

d], d ≡
(4)

2, 3

Z[1+
√

d
2 ], d ≡

(4)
1.

For any α = a + b
√

d ∈ K (here a, b ∈ Q), we have

mα(x) = (x− (a + b
√

d))(x− (a− b
√

d)) = x2 − 2ax + (a2 − b2d).

Now, α ∈ Z̄ ⇐⇒ mα(x) ∈ Z[x] ⇐⇒ 2a, a2 − b2d ∈ Z ⇐⇒
A := 2a, B := 2b, a2 − b2d ∈ Z ⇐⇒ A, B, A2−B2d

4 ∈ Z ⇐⇒
A, B ∈ Z and A2 ≡

(4)
B2d. If d ≡

(4)
2, 3 (non-QR mod 4) then the only

possibility is A, B even. If d ≡
(4)

1 then we musthave A, B even or A, B

odd.

Now let K/Q be an algebraic number field of degree n, with em-
beddings σi : K ↪→ C, i = 1, . . . , n, and α ∈ K.

COROLLARY 251. α ∈ OK ⇐⇒ mα ∈ Z[x] ⇐⇒ pα ∈ Z[x]

⇐⇒


TrK/Q(α)

...
NK/Q(α)

∈ Z,

where the “
...” are the elementary symmetric polynomials1 in the conjugates

σi(α).

(In principle, this gives a method for determining when a given
α belongs to OK.)

PROOF. pα is a power of mα, and the numbers TrK/Q(α), . . ., NK/Q(α)

are just the coefficients of pα(x) = ∏n
i=1(x− σi(α)). �

1The elementary symmetric polynomials in n variables (or numbers) xi are ∑ xi,
∑i<j xixj, ∑i<j<k xixjxk, . . ., and x1x2 · · · xn. The first and last (with xi = σi(α))
correspond to trace and norm in the Corollary.
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DEFINITION 252. The discriminant of an n-tuple {α1, . . . , αn} ⊂
K is given by

∆K/Q(α) := ∆K/Q(α1, . . . , αn) := det[TrK/Q(αiαj)︸ ︷︷ ︸
=:Q(α)

] ∈ Q.

(Note that if the {αi} ⊂ OK, then this is an integer.)

THEOREM 253. {α1, . . . , αn} is a basis for K/Q ⇐⇒ ∆K/Q(α) 6= 0.

PROOF. (⇐=) If they aren’t a basis, there exist qi ∈ Q (not all 0)
such that ∑ qiαi = 0 =⇒ ∑ qiαiαj = 0 (∀j) =⇒ ∑ qiTr(αiαj) = 0
(∀j) which gives a dependency on the rows of Q(α) =⇒ det(Q(α)) =

0.
( =⇒ ) If they are a basis, but ∆(α) = 0, then the system

∑
i

xiTr(αiαj) = 0 (j = 1, . . . , n)

has a nontrivial solution xi = qi ∈ Q, i = 1, . . . , n. Set α := ∑ qiαi( 6=
0, since {α} is a basis). Then Tr(ααj) = 0 (for j = 1, . . . , n) and (since
{α} is a basis) it follows that Tr(αβ) = 0 (∀β ∈ K). Taking β = 1

α , we
get 0 = Tr(1) = n, a contradiction. �

Turning to the properties of the discriminant, we have:

PROPOSITION 254. (i) ∆(α) = (det[σj(αi)])
2

(ii) For M ∈ Mn(Q) and2 β := Mα,

∆(β) = (det M)2∆(α).

PROOF. (i) Consider the matrix equation3

[Tr(αiαj)] = [
n

∑
k=1

σk(αi)σk(αj)] = [σk(αi)] · t[σk(αj)]

and take determinant of both sides.

2i.e. M is an n× n matrix and we regard α, β as column vectors
3here t M is the transpose of M
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(ii) The (i.j)th entry of M ·Q(α) · tM is:
n

∑
k=1

n

∑
`=1

MikTr(αkα`)Mj` = Tr
(
ΣkΣ`Mikαkα`Mjl

)
= Tr

(
(Σk Mikαk)

(
Σ`Mj`α`

))
= Tr(βiβ j).

So M ·Q(α) · tM = Q(β) =⇒

det(M)det(Q(α))︸ ︷︷ ︸
∆(α)

det(tM)︸ ︷︷ ︸
det M

= det(Q(β))︸ ︷︷ ︸
∆(β)

.

�

In order to compute some discriminants, we shall need a stan-
dard result on Vandermonde determinants:

LEMMA 255. Let F be a field and {ai}n
i=0 ⊂ F. Set

A :=


1 a0 · · · an

0
1 a1 · · · an

1
...

... . . . ...
1 an · · · an

n

 ∈ Mn+1(F).

Then we have
det(A) = ∏

n≥i>j≥0
(ai − aj).

PROOF. Inductive argument with “base case” (n = 1)

det

(
1 a0

1 a1

)
= a1 − a0.

Assume the result holds for n− 1 (n× n matrices) and prove for n,
as follows.

Define a function

f (t) :=


1 a0 · · · an

0
1 a1 · · · an

1
...

... . . . ...
1 t · · · tn
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and note that f (an) = det(A). By Laplace expansion in the last row,
f is a polynomial of degree n, say ∑n

k=0 cktk. In fact, according to that
expansion, the coefficient of tn is

cn = (−1)(n+1)+(n+1) det


1 a0 · · · an−1

0
1 a1 · · · an−1

1
...

... . . . ...
1 an−1 · · · an−1

n−1

 = ∏
n−1≥i>j≥0

(ai− aj),

where we have used the inductive hypothesis. Moreover, f (a0) =

· · · = f (an−1) = 0, since if any of the scalars a0, . . . , an−1 are sub-
stituted for t, two rows in the matrix are identical (forcing det = 0).
Since a polynomial of degree n has at most n roots, this not only tells
us all of them – it tells us that f breaks up into linear factors

f (t) = cn(t− a0) · · · (t− an−1) = ∏
n−1≥i>j≥0

(ai− aj) × ∏
n−1≥j≥0

(t− aj).

So det(A) = f (an) =

∏
n−1≥i>j≥0

(ai − aj) × ∏
n−1≥j≥0

(an − aj) = ∏
n≥i>j≥0

(ai − aj).

�

To apply this, write K = Q(θ), pθ(X) = ∏n
i=1(X− θi) = ∏n

i=1(X−
σi(θ)), and consider the n-tuple Θ := {1, θ, θ2, . . . , θn−1}.

THEOREM 256. ∆K/Q(Θ) = ∏r>s(θr− θs)2 = (−1)(
n
2) ∏n

r=1 p′θ(θr) =

(−1)(
n
2)NK/Q(p′θ(θ)). In particular, since the {θi} are distinct, ∆K/Q(Θ) 6=

0.

PROOF. Let A denote the matrix
1 θ1 · · · θn−1

1
1 θ2 · · · θn−1

2
...

... . . . ...
1 θn · · · θn−1

n

 .
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Notice that t A · A = Q(Θ), since their (i, j)th entries
n

∑
k=1

θi−1
k θ

j−1
k = TrK/Q(θ

i−1θ j−1)

are equal for any (i, j). Since the discriminant is the determinant of
Q(Θ), together with Lemma 255 this gives

∆(Θ) = det(t A · A) = (det A)2 = ∏
r>s

(θr − θs)
2.

Now p′θ(X) = ∑n
t=1 ∏s 6=t(X− θs) =⇒ p′θ(θr) = ∏s 6=r(θr − θs)

=⇒
n

∏
r=1

p′θ(θr) = ∏
s 6=r

(θr − θs) = (−1)(
n
2) ∏

r>s
(θr − θs)

2

since (n
2) is the number of factors in the middle product with r < s.

Noting that p′θ(θr) = p′θ(σr(θ)) = σr(p′θ(θ)), we conclude that

∆(Θ) = (−1)(
n
2)

n

∏
r=1

p′θ(θr) = (−1)(
n
2)NK/Q(p′θ(θ)).

�

A useful computational tool for getting the most out of this is, for
q ∈ Q and α ∈ K,

(57) N(q− α) = det(µq−α) = det(qI − µα) = pα(q).

EXAMPLE 257. Consider K = Q(θ), where θ3 + Aθ + B = 0
(A, B ∈ Q). That is, pθ(X) = mθ(X) = X3 + AX + B, and [K : Q] = 3
(K is a cubic field). Noting that p′θ(X) = 3X2 + A and p′θ(θ) =

3θ2 + A =
3θ3 + Aθ

θ
=
−3Aθ − 3B + Aθ

θ
=
−2A

(
− 3B

2A − θ
)

0− θ
,

we compute (using (57))

∆K/Q({1, θ, θ2}) = (−1)(
3
2)N(p′θ(θ)) = −N(3θ2 + A)

= −N(−2A)×
N
(
− 3B

2A − θ
)

N(0− θ)
= −(−2A)3 ×

pθ

(
− 3B

2A
)

pθ(0)

=
8A3

(
−27B3

8A3 − 3B
2 + B

)
B

= −
(

27B2 + 4A3
)

.



246 31. DISCRIMINANTS AND ALGEBRAIC INTEGERS

This should look familiar: 27B2 + 4A3 was the “discriminant of the
elliptic curve” given by Y2 = X3 + AX + B, or more accurately, of
the polynomial on its right-hand side.

Exercises
(1) Let K = Q(θ) with θ = 3

√
2. Compute the norm of a + bθ + cθ2

and the discriminant ∆(1, θ, θ2).
(2) Find ∆(1,

√
2,
√

3,
√

6) where K = Q(θ), θ =
√

2 +
√

3.
(3) Compute the minimal polynomial for

√
3 +
√

7.



CHAPTER 32

Ideals in number rings

Let K be an algebraic number field, OK := K ∩ Z̄ its ring of inte-
gers.

LEMMA 258. Suppose β ∈ K. Then there exists b ∈ Z\{0} such that
bβ ∈ OK.

PROOF. We have a0βn + a1βn−1 + · · ·+ an = 0 (ai ∈ Z, a0 6= 0),
and multiplying by an−1

0 gives

(a0β)n + a1(a0β)n−1 + a2a0(a0β)n−2 + · · ·+ anan−1
0 = 0,

so a0β ∈ Z̄. �

PROPOSITION 259. Every ideal1 I ⊂ OK contains a basis for K/Q.

PROOF. Let {β1, . . . , βn} ⊂ K be a basis. By Lemma 258, there
exists a b ∈ Z\{0} such that bβ1, . . . , bβn ∈ OK. Choose α ∈ I\{0};
then bβ1α, . . . , bβnα ∈ I, and are a basis for K/Q. �

In fact, every ideal is simply a lattice (Prop. below), which is to
say that as an additive group it is isomorphic to Zn. Recall that for
α ∈ OK, N(α) and Tr(α) belong to Z, and for α1, . . . , αn ∈ OK, so
does ∆(α1, . . . , αn).

PROPOSITION 260. Let I ⊂ OK be an ideal, and {α1, . . . , αn} =: α ⊂
I a basis for K/Q with minimal |∆(α)| ∈N. Then

I = Z〈α1, . . . , αn〉 := {Σn
i=1aiαi | ai ∈ Z} ∼= Zn.

(We say that α is an integral basis of I)

1We are tacitly assuming I is not the zero ideal, and shall continue to do so
throughout.

247
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PROOF. Given α ∈ I, we have α = ∑n
i=1 qiαi, with coefficients

qi ∈ Q. Suppose some qi, which we may take to be q1, is not an
integer. Write q1 = m + θ, where m ∈ Z and θ ∈ (0, 1), and let
β1 = α−mα1, β2 = α2, . . ., βn = αn. These still belong to I and still
give a basis for K/Q. (Why?) Since β1 = θα1 + q2α2 + · · ·+ qnαn, the
matrix M such that Mα = β is

M =


θ q2 q3 · · · qn

0 1 0 · · · 0
0 0 1 · · · 0
...

...
... . . . ...

0 0 0 · · · 1

 .

Now |∆(β)| = |(det M)2∆(α)| = θ2|∆(α)| < |∆(α)|, which contra-
dicts minimality of |∆(α)|. Conclude that all qi ∈ Z. �

Since any two integral bases for a lattice (such as I) can be ex-
pressed in terms of each other (with integer coefficients), the matrix
M changing between these bases is invertible over Z. Thus the deter-
minant of M must be ±1, and so by Prop. 254(ii), the discriminants
of the two bases are the same.

DEFINITION 261. For an ideal I ⊂ OK, define ∆(I) to be the dis-
criminant of any integral basis of I. The discriminant of K is defined
by δK := ∆(OK).

EXAMPLE 262. K = Q(
√

d), d squarefree. First suppose d ≡
(4)

2, 3,

so that OK = Z[
√

d] with basis α1 = 1, α2 =
√

d. Then

δK = det[Tr(αiαj)] = det

(
2 0
0 2d

)
= 4d.

If d ≡
(4)

1, on the other hand, then OK = Z[1+
√

d
2 ] has basis α1 = 1,

α2 = 1+
√

d
2 , and we have

δK = det[Tr(αiαj)] = det

(
2 1
1 d+1

2

)
= d.
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You might think of the discriminant as measuring the “density” of
OK in K, with a larger number indicating that OK is more sparse (less
dense).

LEMMA 263. Any ideal I ⊂ OK contains a nonzero integer.

PROOF. Given α ∈ I\{0}, αm + a1αm−1 + · · ·+ am = 0 for some
m and ai ∈ Z (with am 6= 0). But then am ∈ I ∩Z\{0}. �

Recall from §IV.E that we can take the quotient of a ring by an
ideal to get a new ring.

PROPOSITION 264. Let I ⊂ OK be an ideal. Then2 |OK/I| < ∞.

PROOF. Let a ∈ I ∩Z\{0}, and let (a) denote the principal ideal
generated by a. Since OK/(a) � OK/I is surjective, it suffices to
show that |OK/(a)| < ∞.

By Prop. 260, we have OK = Z〈ω1, . . . , ωn〉. Let S = {∑ γiωi |
0 ≤ γi < a, γi ∈ Z}. Given any ω = ∑ miωi ∈ OK, write mi = qia +
γi (γi, qi ∈ Z, 0 ≤ γi < a), so that ω ≡ ∑ γiωi mod (a). Therefore
every coset of (a) in OK contains an element of S .

If ∑ γiωi, ∑ γ′iωi ∈ S belong to the same coset mod (a), then
∑(γi − γ′i)ωi ∈ (a) =⇒ a | (γi − γ′i) =⇒ γi = γ′i . So |OK/(a)| =
|S| = an < ∞. �

COROLLARY 265. Every ascending chain of ideals I1 ⊂ I2 ⊂ · · · in
OK terminates:3 OK is a Noetherian ring.

PROOF. Since OK/I1 is finite, there are only finitely many ideals
containing I1. �

For the next Corollary, we will need some definitions.

DEFINITION 266. An ideal P ⊂ OK is prime
⇐⇒ given α, β ∈ OK such that αβ ∈ P, α or β belongs to P
⇐⇒ given ᾱ, β̄ ∈ OK/P such that ᾱβ̄ ≡ 0̄, ᾱ or β̄ ≡ 0
⇐⇒ OK/P is a domain (Defn. IV.E.4).

2as usual, | · | denotes the cardinality (number of elements) of a set
3i.e. Ik+i = Ik (∀i ≥ 0) for some k
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DEFINITION 267. An ideal I ⊂ OK is maximal
⇐⇒ there are no ideals strictly between I and OK

⇐⇒ α ∈ OK\I =⇒ I + (α) = OK ( =⇒ ∃β: αβ ≡ 1 mod I)
⇐⇒ ᾱ ∈ OK/I =⇒ ∃β̄ : ᾱβ̄ ≡ 1̄
⇐⇒ OK/I is a field.

In fact, one can replaceOK in the above by any commutative ring,
and at this level of generality it is always true that maximal ideals are
prime (as fields are certainly domains). What is special to the present
case (of OK) is

COROLLARY 268. Every prime ideal is maximal.

PROOF. P prime =⇒ OK/P =: R is a domain. So given a ∈
R\{0}, the “multiplication by a” map from R to R is 1-to-1 (ar = ar′

=⇒ a(r− r′) = 0 =⇒ r− r′ = 0 =⇒ r = r′). But since R is finite,
1-to-1 implies bijective; in particular, some element maps to 1, and
so a has a multiplicative inverse. Since a was arbitrary, R is a field;
hence P is maximal. �

LEMMA 269. Let I ⊂ OK be an ideal, and β ∈ K be such that βI ⊂ I.
Then β ∈ OK.

PROOF. Exercise. (Use the hypothesis to get a monic integral
polynomial relation on β. Similar to an earlier proof.) �

The product I J of two ideals in a commutative ring R consists of
all (finite) sums ∑ akbk with {ak} ⊂ I and {bk} ⊂ J. It is also an ideal.

LEMMA 270. Given I, J ⊂ OK ideals with I = I J. Then J = OK.

PROOF. Write I = Z〈α1, . . . , αn〉. Since I = I J, there exist {bij} ⊂
J such that (for each i) αi = ∑j bijαj. Writing δij for the Kronecker
delta (0 if i 6= j, 1 if i = j), we have (for each i) 0 = ∑j(bij− δij)αj. But
this means that the matrix with entries (bij − δij) kills the vector α,
hence has determinant zero. So 0 = det(B− I), and writing out the
determinant gives 1 = ∑ ∏ b′ijs ∈ J. Since J contains 1, J = OK. �
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PROPOSITION 271. Given I, J ⊂ OK ideals, and ω ∈ OK such that4

(ω)I = J I. Then (ω) = J.

PROOF. β ∈ J =⇒ βI ⊂ J I = (ω)I = ωI =⇒ β
ω I ⊂ I =⇒ (by

Lemma 269) β
ω ∈ OK =⇒ β ∈ ωOK = (ω). So J ⊂ ωOK = (ω),

and ω−1 J ⊂ OK is an ideal satisfying ω−1 J I = I =⇒ (by Lemma
270) ω−1 J = OK =⇒ J = (ω). �

Exercises
(1) Prove that a finite commutative domain R is a field. [Hint: given

a ∈ R, consider the map from R to itself given by multiplication
by a. (Yes, this is in the notes, but try to do it without peeking.)]

(2) Let I ⊂ OK be an ideal, and suppose β ∈ K satisfies βI ⊂ I. Show
that β ∈ OK.

(3) Consider the “ideal norm” function N(I) := |OK/I|. If I =

Z〈β1, . . . , βn〉 and OK = Z〈α1, . . . , αn〉, what matrix computes
N(I)? Using βi = aαi for I = (a), show that N((a)) = |NK/Q(a)|.
[Hint: you should not be taking the determinant of a diagonal
matrix of a’s here: a ∈ OK, not Z.]

(4) Consider the ideals I = (2, 1 +
√
−29) = Z〈2, 1 +

√
−29〉 and

J = (5, 1−
√
−29) = Z〈5, 1−

√
−29〉 in OK = Z[

√
−29], where

K = Q(
√
−29). Use problem (3) and Pell’s equation, deduce that

these ideals are non-principal, i.e. not of the form (a). (Actually,
since [as you will see] I and J have prime norm, they have to be
prime, but we won’t do enough in class to prove that.)

4Here (ω) = ωOK is the principal ideal generated by ω.





CHAPTER 33

The ideal class group

As usual, we let K be an algebraic number field, andOK := K∩ Z̄

its ring of integers; denote by I(K) the set of nonzero ideals in OK.
Recall that we can multiply ideals via I J := {ı | ı ∈ I,  ∈ J}, which
makes I(K) into a (commutative) monoid (Defn. II.E.1), with identity
element given by1 OK itself.

DEFINITION 272. (i) We declare two ideals I, J to be equivalent
(I ∼ J) ⇐⇒ ∃ α, β ∈ OK\{0} such that (α)I = (β)J.

(ii) Let

Cl(K) :=
I(K)
∼

denote the set of equivalence classes “[I]” (with [I] = [J] defn.⇐⇒ I ∼
J). This is called the ideal class group.2

(iii) Its cardinality hK := |Cl(K)| is called the class number of K.

PROPOSITION 273. hK = 1 ⇐⇒ OK is a PID.3

PROOF. ( =⇒ ) : Let I be an ideal. Since hK = 1, I ∼ OK = (1),
so ∃α, β ∈ OK s.t. (α)I = (β)(1) = (β). Thus β = αı for some ı ∈ I,
i.e. β

α ∈ I, and I = ( β
α ). (Why?)

(⇐=) : easy! �

In fact, it turns out that
(58)
OK PID ⇐⇒ OK UFD (unique factorization domain, cf. §IV.E).

The reason is roughly that the existence of non-principal ideals “aids
and abets” non-unique factorization:

1That is, IOK = I (since OK contains 1).
2We will have to prove that it is a (finite abelian) group, which is done below.
3i.e. principal ideal domain: every ideal is of the form (α) for some α ∈ OK.

253
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EXAMPLE 274. LetOK = Z[
√
−5], and recall the non-unique fac-

torization
2 · 3 = 6 = {1 +

√
−5}{1−

√
−5}

of 6 into irreducibles in OK. On the other hand, the corresponding
principal ideals (2), (3), (1 +

√
−5), (1−

√
−5) decompose further

in I(K):

(2) = (2, 1 +
√
−5)(2, 1−

√
−5), (3) = (3, 1 +

√
−5)(3, 1−

√
−5)

(1+
√
−5) = (1+

√
−5, 2)(1+

√
−5, 3), (1−

√
−5) = (1−

√
−5, 2)(1−

√
−5, 3).

Here in each case (α, β) := {rα + sβ | r, s ∈ Z[
√
−5]} are non-

principal ideals; that is, they can’t be written in the form (γ).

REMARK 275. To take the product of two ideals I, J, you take all
OK-lnear combinations of products of elements: e.g., (α, β)(γ, δ) =

(αγ, βγ, αδ, βδ).

THEOREM 276. hK is always finite.

We will need a

LEMMA 277. There is a positive integer M (depending only on K) with
the property: given α, β ∈ OK (β 6= 0), there exists t ∈ Z (1 ≤ t ≤ M)

and an element ω ∈ OK such that

|N(tα−ωβ)| < |N(β)|.

PROOF. It will suffice to demonstrate the existence of M ∈ N

such that for each γ ∈ K, |N(tγ− ω)| < 1 for some 1 ≤ t ≤ M and
ω ∈ OK. (Then take γ = α

β .)
So let γ ∈ K, and take an integral basis {ω1, . . . , ωn} ⊂ OK. We

can write γ = ∑n
i=1 γiωi, with γi ∈ Q. Then

|N(γ)| =
∣∣∣∣∣∏j

(
∑

i
γiσj(ωi)

)∣∣∣∣∣ ≤∏
j

(
∑

i
|σj(ωi)|

)
︸ ︷︷ ︸

=:C

·
(

max
i
|γi|
)n

,

and we choose m ∈ Z, m > n
√

C and set M := mn. (Note that m, C, M
don’t depend on γ.)
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Write γi = ai + bi, ai ∈ Z and bi ∈ [0, 1), [γ] := ∑ aiωi, {γ} :=

∑ biωi ( =⇒ γ = [γ] + {γ}); note that [γ] ∈ OK. Map K
φ→ Rn by

φ(γ) := (γ1, . . . , γn).

For any γ, φ({γ}) ∈ [0, 1]n = unit cube. Partition this into mn sub-
cubes of side 1

m , and consider the points φ({kγ}), 1 ≤ k ≤ mn + 1.
By the pigeonhole principle, at least 2 of these points (φ({hγ}) and
φ({`γ}), say, with h > `) lie in the same subcube. Writing t =

h− ` ≤ mn, we have

tγ = hγ− `γ = ([hγ]− [`γ]) + ({hγ} − {`γ}) =: ω + δ,

where ω ∈ OK and δ = ∑ δiωi with |δi| < 1
m . Then δ = tγ− ω and

|N(δ)| < C( 1
m )n < M( 1

m )n = 1. �

PROOF OF THEOREM 276. Let I ∈ I(K). For α ∈ I\{0}, |N(α)| ∈
N. Choose β ∈ I\{0} with minimal |N(β)|. By the Lemma, for any
α ∈ I there is a t ∈ Z ∩ [1, M] such that |N(tα−ωβ)| < |N(β)| with
ω ∈ OK. Since tα−ωβ belongs to I, by |N(β)|’s minimality we must
have tα−ωβ = 0. Hence M!I ⊂ (β) = βOK.

Consider the ideal J = ( 1
β )M!I ⊂ OK, which satisfies (β)J =

(M!)I =⇒ I ∼ J. Since β ∈ I, M!β ∈ (β)J and so M! ∈ J,
which gives (M!) ⊂ J. But then J is sandwiched between M!OK

and OK, and is determined by its image J/M!OK in OK/M!OK, a
finite group. Since the latter has only finitely many subgroups, there
are only finitely many possibilities for J, a fortiori for [I]. Therefore
the number of ideal classes is finite. �

PROPOSITION 278. For any I ∈ I(K), there exists k ∈ Z ∩ [1, hK]

such that Ik is principal.

PROOF. Since |Cl(K)| = hK, at least two of I, I2, . . . , IhK+1 lie in
the same class, say Ii ∼ I j with i < j. Then there are α, β ∈ OK such
that (α)Ii = (β)I j. Writing J := I j−i, we have

(α)Ii = (β)J Ii =⇒ ( α
β )Ii ⊂ Ii =⇒ ω := α

β ∈ OK
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by Lemma 270. Applying Lemma 271, (ω)Ii = J Ii =⇒ J = (ω) is
principal. �

Define multiplication in Cl(K) by [I][J] := [I J]; the identity el-
ement is the class consisting of all principal ideals, 1 = [(1)] =

[OK] = [(α)] for any α ∈ OK. So by the Proposition, [Ik] = 1 =⇒
[Ik−1][I] = 1, and [I] has an inverse in Cl(K). This gives

THEOREM 279. Cl(K) is a finite abelian group, of order hK.

Now let I1, I2, J ⊂ OK be (nonzero) ideals:

LEMMA 280. (i) I1 J = I2 J ⇐⇒ I1 = I2.
(ii)4 I2 ⊃ I1 ⇐⇒ ∃I with I · I2 = I1 (I2 divides I1).

PROOF. In each case, (⇐=) is easy, so I’ll just prove ( =⇒ ):
(i) Multiply both sides by JhK−1; since JhK = (α) (is principal), we

have (α)I1 = (α)I2, hence I1 = I2.
(ii) Multiply by IhK−1

2 to get (β) ⊃ IhK−1
2 I1 =⇒ I := 1

β IhK−1
2 I1 ⊂

OK is an ideal. Then I2 I = 1
β IhK

2 I1 = 1
β (β)I1 = I1. �

THEOREM 281. Every I ∈ I(K) is a product of prime ideals.

PROOF. Let I ( OK be an ideal. Since |OK/I| < ∞, I is contained
in a maximal (proper) ideal P1. By “Caesar”, I = P1 J1. If J1 6= OK then
J1 ⊂ maximal P2 =⇒ I = P1(P2 J2). If J2 6= OK we can continue. By
Cor. 265, the ascending chain

I ⊂ J1 ⊂ J2 ⊂ · · ·

must terminate; so we must evidently have Jt = OK, and then I =

P1P2 · · · Pt. �

If P is a prime ideal, then the descending chain P ) P2 ) P3 )
· · · cannot terminate, since then we would have (for some i) Pi =

Pi+1 =⇒ Pi = PPi =⇒ (by Lemma VI.C.13) OK = P, which is

4This is sometimes referred to as Caesar’s Lemma, since it can be remembered by
the line “to divide is to contain”.
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absurd. Given an ideal I ⊂ OK, there is thus a highest power of P
containing I:

ordP I := largest t ∈N s.t. Pt ⊃ I.

LEMMA 282. Let P be prime, I, J ∈ I(K). Then (i) ordPP = 1, (ii)
ordPP′ = 0 for any prime ideal P′ 6= P, and (iii) ordP I J = ordP I +
ordP J.

PROOF. (i) is clear, and (ii) follows at once from the fact that
prime ideals are maximal. For (iii), let t = ordP I, s = ordP J. By
Caesar, I = Pt I1, J = Ps J1, with P + I1, J1; hence I J = Ps+t I1 J1, and
(since P is prime5) P + I1 J1. So s + t = ordP I J. �

THEOREM 283. The “prime factorization” of I in Theorem 281 is unique
up to reordering of factors.

PROOF. Write I = ∏P prime PaP by Theorem 281. By Lemma 282,
aP = ordP I. Therefore the aP are uniquely determined. �

In view of Theorem 283, we say that I(K) is a unique factorization
monoid. This is in contrast to OK itself, which (by (58) and Prop. 273)
is a unique factorization domain precisely when Cl(K) is trivial (i.e.
hK = 1), which is to say not in general. Working with ideals therefore
gives us a setting in which unique factorization into primes works
unconditionally!

The theory of ideals in rings in fact began with ideals in alge-
braic number rings, invented by Kummer for the express purpose of
restoring unique factorization. These “ideal numbers”, as he called
them, were later abstractified by Dedekind and Emmy Noether for
more general rings.

5this is a little subtle: since P doesn’t contain J1, there is an element 0 ∈ J1 which
isn’t in P. If I1 J1 is in P, then all products ı0 (ı ∈ I1) belong to P. Since P is prime
(see the definition in §VI.C), either ı or 0 is then in P, and as it can’t be 0 it must
be ı. Since ı ∈ I1 was arbitrary, we have P ⊃ I1, a contradiction.



258 33. THE IDEAL CLASS GROUP

Exercises
(1) In problem (4) of the last Chapter, determine the orders of I and

J in the ideal class group, and deduce that 6|hK. (In fact, hK = 6
and Cl(K) ∼= Z/6Z.)

(2) Let I be an ideal of OK and suppose that Ir is principal for some
r ∈ Z with (hK, r) = 1. Show that I is itself principal.
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Fermat’s Last Theorem for regular exponents

We are now ready to exploit the unique factorization property of
I(K), the monoid of (nonzero) integral ideals in OK, to study the
famous Diophantine equation

(59) xm + ym = zm.

In order to disprove the existence of solutions with nonzero xyz, it is
enough to show, for some prime1 p | m, that xp + yp = zp has no
such solutions.

Cyclotomic fields. This suggests that it will be useful to consider

the fields K = Q(ζp), where p is prime and ζp = e
2πi

p . The key
results on these so-called cyclotomic fields, for our purposes, are the
following:

FACT 284. K = Q(ζp) =⇒ OK = Z[ζp], [K : Q] = p− 1.

While we won’t prove this, I should mention that the minimal
polynomial of ζp is not Xp− 1 but Xp−1

X−1 = Xp−1 + · · ·+X + 1 (which
is irreducible over Q); this explains the degree p− 1.

FACT 285. The embeddings σj : Q(ζp) ↪→ C (j = 1, . . . , p− 1) are

given by sending ζp 7→ ζ
j
p. Moreover they “respect” complex conjugation:

σj(ᾱ) = σj(α).

This one is easy to see: we know there are [Q(ζp) : Q] = p− 1 dis-
tinct embeddings; and the {σj} are clearly distinct as ζp has distinct

images under them. Moreover, an arbitrary element α = ∑
p−1
k=0 akζk

p

(ak ∈ Q) has image σj(α) = ∑ akσj(ζp)k = ∑ akζ
jk
p , and so σj(ᾱ) =

1If m > 2 is a power of 2, then 4 | m. We have already checked Fermat for the
exponent 4 in §IV.A.

259
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σj(∑ ak ζ̄k
p) = σj(∑ akζ−k

p ) = ∑ akζ
−jk
p = ∑ ak ζ̄

jk
p = σj(α). Next we

have

FACT 286. The roots of unity in K = Q(ζp) are just the ±ζ
j
p.

If you want to try to prove this, the hint is to first show that in
general [Q(ζm) : Q] = ϕ(m) (clear for m = p from the Fact 284), then
ask what happens if Q(ζm) = Q(ζp).

FACT 287 (Kummer’s Lemma). If u ∈ Z[ζp]∗, then u/ū is a root of
unity (hence ±ζ

j
p).

This is an immediate consequence of the following more general

LEMMA 288 (Kronecker). Let K/Q be an algebraic number field, and
denote by σ1, . . . , σn the n embeddings K ↪→ C. If α ∈ OK is such that
|σj(α)| ≤ 1 for all j = 1, 2, . . . , n, then α is a root of unity.

PROOF. Since α is an algebraic integer, it is a root of

f (x) =
n

∏
j=1

(x− σj(α)) = xn + a1xn−1 + · · ·+ an

where ak ∈ Z for each k. Since |σj(α)| ≤ 1 (∀j), we have also
|ak| ≤ (n

k) for each k. There are only finitely many such polyno-
mials. Moreover, if α satisfies the conditions of the Lemma, then so
do its powers α2, α3, . . ., which are therefore also among the finitely
many roots of this set of polynomials. By the pigeonhole principle,
two distinct powers of α must be equal. Thus, α is a root of 1. �

Now Fact 287 follows as once, since (using Fact 285) σj(u/ū) =

σj(u)/σj(ū) = σj(u)/σj(u) has absolute value 1 for each j.

Fermat’s equation. We are interested in the equation

(60) xp + yp = zp,

where p > 3 is prime. The proof that follows really won’t work
for p = 3; fortunately, the exponent 3 can be dealt with by a direct
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“argument by descent” as carried out in §IV.A for exponent 4. We
won’t bother with the details.

Suppose then that there exists a solution, with xyz 6= 0. If x, y, z
have a common divisor, then of course we can strike it out to get a
smaller solution. Assume this done. Now if any two of them still
have a common factor m, say m | x, y, then mp | zp =⇒ (m, z) 6=
1, a contradiction. So we may assume x, y, z are pairwise relatively
prime. Also, we will assume that p divides none of them. A separate,
analogous (but more complicated) argument is needed to deal with
the case where p divides exactly one of x, y, z. We’ll omit this.

So assume p > 3 is prime, and (x, y, z) is a solution to (60) in
pairwise coprime integers, none divisible by p. We will now attempt
to obtain a contradiction by passing to the cyclotomic number ring
Z[ζ], ζ = ζp, and factoring the left-hand side of (60) to obtain

(61) (x + y)(x + yζ) · · · (x + yζ p−1) = zp.

Case 1: Z[ζ] a UFD. To get started, assume that hQ(ζp) = 1, so
that Z[ζp] is a unique factorization domain: i.e., every element has a
factorization into prime elements which is unique up to reordering
and units. As

(t− ζ)(t− ζ2) · · · (t− ζ p−1) =
tp − 1
t− 1

= 1 + t + · · ·+ tp−1

evaluates to p at t = 1, we have the inclusion of principal ideals

(p) ⊂ ((1− ζa))

for each a = 1, 2, . . . , p − 1. (Equivalently, (1 − ζa) | p.) The irre-
ducibility of 1 + t + · · ·+ tp−1 over Q (implicit in Fact 284) implies
that any element of Q[ζ] has a unique representation as a0 + a1ζ +

· · ·+ ap−2ζ p−2.
Next let π ∈ Z[ζ] be a prime factor of x + yζ. By unique fac-

torization and (61), π | z. If π also divides x + yζa+1 (for some
a = 1, . . . , p− 1), then it divides the Z[ζ]-linear combination ζ−1(x +
yζ)− ζ−1(x + yζa+1) = y(1− ζa) hence yp. Now in Z, gcd(z, yp) |
gcd(z, y) · gcd(z, p) = 1 · 1 = 1 =⇒ zm + ypm = 1 for some
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n, m ∈ Z. Since π divides z and yp, we have π | 1 =⇒ π ∈ Z[ζ]∗(π
is a unit) =⇒ π not prime, a contradiction. So π divides no other
factor in the left-hand side of (61).

Since π divides z, πp | zp. No π-factor can divide other factors
(of the left-hand side of (61)), so πp | (x + yζ). By uniqueness of
the decomposition of x + yζ into prime factors, and repeating the
argument just done for π for the other factors, we find that

x + yζ = uαp,

for some α ∈ Z[ζ] and u ∈ Z[ζ]∗. Write α = a0 + a1ζ + · · · +
ap−2ζ p−2. In Z[ζ]/(p), we have2

αp ≡
(p)

ap
0 + ap

1 ζ p + · · ·+ ap
p−2ζ(p−2)p ≡

(p)

p−2

∑
i=0

ap
i =: a ∈ Z/pZ.

By little Fermat, this implies

x + yζ ≡
(p)

uαp ≡
(p)

ua ≡
(p)

uap

hence (applying complex conjugation)

x + yζ̄ ≡
(p)

ūap.

Noting that ζ̄ = ζ−1, multiplying by u/ū gives
u
ū
(x + yζ−1) ≡

(p)
uap ≡

(p)
x + yζ p,

which by Kummer’s lemma becomes

±ζk(x + yζ−1) ≡
(p)

x + yζ

so that p | {x + yζ ∓ ζkx ∓ ζk−1y} in Z[ζ]. By uniqueness of the
representation of elements of Z[ζ], this is impossible unless k = 1.

2The first equality here is sometimes called the “freshman’s dream” identity. The
basic point is that while in the freshman’s Calculus class (x + y)p = xp + yp is def-
initely wrong, in number theory it is true mod p because the (p

k)’s in the binomial
expansion are divisible by p. That’s the real reason why you aren’t allowed to take
this course before Calculus.
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(Recall p - x, y.) Hence p | {(x∓ y) + ζ(y∓ x)} =⇒ p | x∓ y =⇒
x ≡

(p)
±y.

Writing xp + (−z)p = (−y)p, we obtain similarly x ≡
(p)
∓z. If

x ≡
(p)

y, then 2xp ≡
(p)

xp + yp = zp ≡
(p)
∓xp =⇒ p | 3xp or p | xp

(contradiction!). If x ≡
(p)
−y, then 0 = xp − xp ≡

(p)
xp + yp = zp =⇒

p | zp (contradiction!). (Note that the first contradiction wouldn’t go
through if p = 3.) This completes the argument in Case 1.

Case 2: Z[ζ] not a UFD. (i.e., hQ(ζp) > 1) A variant of the above
argument was proposed in general by Lamé in 1847. Liouville im-
mediately noticed that if unique factorization didn’t hold, the proof
was invalid; it turned out that Kummer had already published a
proof that it didn’t. However, Kummer also pointed out that the
proof could be salvaged somewhat by using the unique factorization
property for “ideal numbers”, as described in the last section.

The question is how far “somewhat” goes. Clearly, we aren’t go-
ing to prove Fermat’s Last Theorem entirely. Wiles’s 1995 proof re-
volves around the modularity of elliptic curves over Q and requires
much more sophisticated methods. So there must be a catch.

But we can still get nonexistence of solutions in some non-UFD
cases. Write, in analogy to (61),

(62) ((x + y))((x + yζ)) · · · ((x + yζ p−1)) = (z)p

which is now a factorization into principal ideals. If some prime
ideal ℘ contains/divides (x + yζ), then it can’t contain/divide any
other on the left-hand side of (62). (Otherwise ℘ ⊃ (z, yp) as before.)
Using the unique factorization of ideals in Z[ζ] into prime ideals, we
get (x + yζ) = Ip, I not necessarily principal.

Now suppose that p is a regular prime, i.e.

p - hQ(ζp).

Then [I] 6= 1 ∈ Cl(Q(ζp)), hence by Lagrange [I]p 6= 1 ∈ Cl(Q(ζp)),
contradicting principality of (x + yζ). (Here, we are using the fact
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that an ideal is principal iff its class in Cl(K) is trivial.) Therefore I
must be principal, i.e. I = (α). Once again, we have (x + yζ) = (αp)

=⇒ x + yζ = uαp, and at this point we can just proceed as in Case
1.

Kummer’s result. Putting everything together, we arrive at

THEOREM 289 (Kummer, 1847). There are no solutions with x, y, z ∈
Z\{0} to (59) with m divisible by 4 or a regular prime.

That is, we have proved Fermat’s Last Theorem for (in particu-
lar) all exponents up to the first regular prime, which is 37. Note
how deeply we dug into the ideal structure of Z[ζ] to deal with an
equation ostensibly in rational integers!


